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Preface

As currentlIN designed and flown. spac ecraft need considera hie inaintenance Ito perform
theit missions. Mission readiness is jeopardized. however, because thle ground support that
provides file mlaintenlanice is vulnerable to both hostile action and operator errors. To
address this, thle Jet Prulsion Laboratory (JPL). C'alifornia Institute of Technology. was
co:;tttissioned titii\rcl 19)0 by the Air Force Office of' Scientific Research to lead a
Stid' tiot Aut i1 moos0 sp~icec raft Ilin m ilar-IC (ASM ). AS M is a spacec talft design thtiat

tolet at s ha Idare aind ot sware f'alires and design faults, while requiring niininiuni

1011 ilot tci it) perform thie imissioni. Tile St iidY grou p. c otmposed tf experts from
itlust" a~,cadetnia and N ASA, \J wasto identify ci itical issues related to ASM technology
development In 11d detail thle inlus US01Of thItis t( cliii oh gY inlto totl uire Air Force spacec raltt
systent'. To facilitate this. three subgroups weIL formed: the Spacecraft Systemt Tech-

nltyWoi kimri Group. comiposed of spacecraft system specialists from various spacecraft
11p1i .. th e F-au hi-YI ohC ral iii Lchnol o_* Wor kinig Group. com posed of' special ists in

t'llIt-o.clattt coinputet holimlg Riacademic and independent research institritiotis.
ind the Academic A~ssomil C omtmit tee. comprised of leading researchers from academic
and iitdepeCndentl reS~cAh:1 lltt lt1iOfl-

These etlis IC e b0Iteiti toetlier fit a series oft three s orkslip hield at JP- fit MaN .
Jul\y. atdAugu'r I llmI. under the -,idatnce ot tile Stud,, Plannitie Conmmittee. The

spaccrait \S sellis aoid Kitilt-loheratit working grop11 miemibers presen ted their Lirgoatiia-
ilotis cr11 tent ctpa>;1ltes ill sp1accaft and fault-tolerant1 computers. respectively . trotu
which a NItate.11ttItc-jit eciaLita base was established. A set oft cottceptual desiet
It lurle imoll 15 .ls thenO dleseI'ped. detailitig what ati ASM spacecrait titlst do. Thus,,
knkinkill otitle h nA 1'e cait tito current spacecraft. atnd. onl the oilier. the require-

Itetik tot .\VI. tile iol ll hf egati a seatclt for thle optIttititit phai 1,0r thle intee'ra-
Tio it ASNI mit ' p a~at.

The tioi pii'duc:t - the Spaectaft System Technolog\ WVinking Group \kas thle
Imlnitmiitt it Plait). which detaijls thle group recotitietided ajpproach brl itteorporatitig
ASAI cap)hilities 11111 (eratioiai spaceeral't by 108L). The Fault-Tolerati Techntology
Wot .me Gitip and thle Acaidemic Assessmtenit Commitittee togethet established the
Researj: Aeetda. l:hul )Iltlitncs basic resc:irch activities required to till technological

It I, hoped tiiat thle mat int1 piesetied here will provide guidance for thle evolution
of tunice sp.icecr..tt s\ s tems [lie studN pat ticipatits believe that the interaction betweetn
the tk otkingci tips ht~is beenis e iti and las :otitributed ito an) increased awareness
of potetitti1ltechiiiohog\ calpabilities'.
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Abstract

This report outlines a plan to incorporate autonomous spacecralt maintenance (ASMI
capabilities into Air Force spacecraft by 1989. These capabilities include tile successful
operation of the spacecraft without ground-operator intervention tot extended periods of
time. Autonomous maintenance requires extensive use oft onboard fault detection. isola-
tion, and recovery mechanisms integrated into the spacecraft within a hierarchical archi-
tecture. These mechanisms, along with a fault-tolerant data processing system (including a
nonvolatile backup memory) and an autonomous navigation capability, are needed to
replace tie routine servicing that is presently performed by the ground system.

As part of this study, the state-of-the-art fault-handling capabilities of various space-
craft and computers are described, anid a set of conceptual design requirements needed
to achieve ASM are established. From these Iwo inputs, an implementation plan describ-
ing near-lerm technology development needed for an ASM proof-of-concept demonstra-
tion by 1985. and a research agenda addressing long-range academic research for an
advanced ASM system of the 1990s. are established.
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tipeliatiolN arid t an It hiaii dingf ti tire gi 'u rid to thle IV. Implementation Plan
(i~e, fle pact:111, pelolns ile)) w illlllllls1 I Fi iplementat ion Plan) hoises onl near-term indust rial

ThuILs. the need ton ASNI is, reCtI'gied. ti thici nowe - the tloilog development and, intist imlportanitly . thle ear best
sltudk oup believes that tile teclioloes asadlable Inl todas s, possible s> steiii-Ievel pliottit'cuticept demonstration 1i 1985
spaceciatt s> stenis is a good toundkau [in fiomnhli c ito to support a I9811 lauinch. The plan stresses delivers, oh
proceed to ASM . pitiditt inl a steady stian front siibsystemns to a ctotplete

sNsteni) for thle Svsterti Programi Offices' consideration atid
iitmdiitiiitiint 'light programls.

Ill. The ASM-Enhanced System xshw it1:gI.tetnlertttinPan uisso

Thle imipact tot ASM tl tuturte Ani FI-ce spacecialt is based fourl iMajoi tasks. These are: (14 redesigtr of* existiuig subsks'
uIpoti anl anlal>sis of thle cruierit ss stelitsN ahIlIt'. io Meiet tile teits to chiaractei te and dermonstrate ASM1 capabilities:
cirndidate design requirementis fo1imtied hN thre sttid\ uroip. 42) deigti 1. develop. arid test :ii ASNI sx stom demionstrationl
Inl SunIrrar>.TN. these ASM conceptual design requinrmenis dIt' breadboard to shto\ that ASMi is a viable conlcept: (34 ))efnn]

41 [ Th e .\SM spacecia:if shall operate wkithourt punmuid applications research required to develop art atlnoitous

inlterventionl tot upl to Off di'. w[it rno pl oririe rivia ti capabilit\ :and a fault-Iolerart data Processing

degradation. atid up1 to 0i mo111t11s %killi deC1_iald. bitl capabilmit ) t till existing technology gaps: attd (44asic

acceptable. pei tormnance. ('tire actual p'ritods ot attio- reseaircli needed to develop a secoird-ueniration ASNI slsei
nion) Ilia\ i %ailhd en imsion toi rthe 1900tts. A sect ri of this report. "Research Agetida.'

lim cl tl wplithlll Iel 1 ditteren aplittrs elaboiaies upon Trask 4.

whlile coals tor tis stuld.A A buudeetar ' esonice estimtiate tor the priiptosed ASM

(241 .- SN shall niot reduice thre shracecrants' lX'rt-rriiaitce or prograii is 836.4M 4 \S() dtrllarsl over live kwars. For several
desigtri lifetime, reasons\. tilrs tigU re shlinI d be considered on Is a ri estima te.

(34 he rourrdsegiucut hallalws sbe bleto ven FIe. tire cost of developing thle new wlechrolog> is nlot well

ASM aictioris arnd iieriogte iliec spaicecrati for fauilt- knlown . Seconld. ai s1cHIe IlrissiOm :iPplICatitir lhas trot beenl
aSStiiied . arid so canudidaite spuicecrat t coiuld rot be assumed.

niiatuagerrerit data (auldit nils). hialls.sbtnitn d:ita was nuot pr uvided bs the iridilitril

Satsfsrigt lesedesgnreqiiiriirrt iripiest~m irtuvrrurn participants'. F-or these reasonis. a nlote definitive Cost studs
ot rotine11 th~ierre and-'1 operMIC taotrsI I mIt) te g10cr",rld shiuld be perItoinuired Ill fthe lii illase of time iactisitv

segiiient tro thle spaxe sLegment lme collritml opera m ri oINCenter
wkill aIssoinc a super'. so is l poterir ally less cm 'nuplex. \\'titIc V. Research Agenda
thle space segirierut wkill becomure irrore cortiplex. The result itig ltite Reseac AiiI di\edm phps. asic rCearch thlat Is a
berret inso ASNI woul1d thenin Hclude ( 1 11 reducd s\ tr

killillabill\ hecaise tie spacclal( Ili riergisti declel tkII11 int i t'e \SM prtomrr. Future ASM develop-
vuurteabiunybecuset~n 5pcecattis o lurur dpeudeu merw itir ' aic m toctrusd tinl tise areas, Mvei\5r.-laree-scale

(rpir thle contrlol operanrous1 cenriem ,irud 42) tastem let-osers muegrnuloll \ VI $14I teliruoog>. wliichr includes selestrrrre
tu~uru ~urnrc (scond intea ithriiir iiiposils> ~~u>s).vi SI artd olurrelup rt'tluurtrlrcv. (241 Nsseu arclurtectuue Mluch

I li irrpic mi .\Sl ~ru siaccrat deign~ t'~skLr'L K iddesses Pmciitt ak mrlled Nrm,il sues. a1lrtcria de111
evolrirmmiar\ '. Irditimmurat rb> isteir are- expectetl I' imirert ' nIalarel5 hn suis ) slMaretiil

xigmewcd' ~ ~ ~ ~ ~ t b\m ck NCI 11,ll-~C~l kleratice. ci uilsstlL sf1 steinl partlinmrrirli id n el ireruv
,rrgrumrrd b tw tes sbs>stes at~rtt-mmlr~mt tat definition. sel-eiec'kurre light0 software arid tilttloterir

arlmtl'sorrollstubs'. sijl-An rl rmrm rl ~cr~ ii otrwarte: 144 rnodeluig idt rrlssi s. corrpiisemI mm eklperi
rnretttiul resing. stIutrst cal rrrtehlirr. arid turicuilal tleser ip-

11ie s\ICI sIrtj~II1 I\hicur is expectd to 110Ises a ''i>ted ior. rirotlelrruc. anl \tI ric1atuori. arid (3 ) support rig11 develp
Ltirtrprolteeruor sclrerrie. euulubliiue fault -orurIuururuueumt 11t ilet mlerits neede d to torlmne ilrl ASM tdara) balse, and to burtld inl
tmot's posible lest) tin u13iurimruuue subs> sern itedleueuus ASM pwcteratt laboruitoux
Inl tisI s,-elere. rrrtlrrtlriail sbsstetris. uIici& s'.CI stiiCOnir ro.
willl be ninmtir ied lo thglmoi is loca tat ii es aiid t ike corret I%' VI. Conclusions and Recommendations
actionl 'ilIe s'.Nsterirkwr1t he ret 1r1Ciii' i luost' arid ctrc
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A. Conclusions navigation capability to enable independence of
routine ground operations.

I \tM tij1b, ir1ip1"~lerert .rJehe spa'c st stout (7) ASNI wkould he a phased piograi spacecraft would
trlrrL- ahilt! d1~l~LIs: (irt rr[t l ot illt 1lllv becomei totlly artitoinois. 111e pace

,he 'oflt I: opleialolt bits i.et t 1'I uip it tItoth 11,1ISt a 4 AS%1 deV'eb tuciiWI twould d!pendL Onl thle rCSOttuceS.
Ill teclitnlogy. and clhosetn progtini applications that ate

The SM ap~illi\ ned ii rrp~s ::pi~ir~nnI cn-availahle. A Orfong cotpoile cotninjini it) ASM hi,

stritsl il the sx tens r41 1 ii ho npi rthe Ait Force. Auti with a wkillinigness, h\ivndristiv ito

ho OlerW dijiure noiortil A temr :npelmiiinrs assinilthie ASNI. xvtuld be reciutreil to make ASNI

13 1~ A.Sk i Oll' 1eqtrire a ;htrarre ill tire omtirit ot otpera- Cof ntrfdenxe inl AXSN murst be iistillciul h\~ eit
tils aisti criril.Iti oeeile l i a 11101 ini thet a svsterirauie: irnidelinetivallksis. :111d ttirsruri
loop to' dependetree )in wrachirrS lot fauilt hxaidllnepi igiii

j~~~~~lL1 ~~~ ~ ~ i ioln nieineolniin.) Allhougli considerable tec:IIolnO1- develttpnIleirr atie

(4) ASN1 iwirn iterasc the spicectali cotrplexiiv . nec essary, no reqLuiretttctrts t~li teelirings bleak-

tlreretoic. riesk tuerthods rI specits itr. testing, ar id tliniglis rave beenl idelrnfled.

%ahiLiairg ASM-enhlarreed sraieciatt ar tieededi. (1(11 In thle (qirth ii of th stids% Lroulp AS.\l is a viable

(( A mre efteetive Iiiatis kit trbuttsre'il rc ecilinhigy
11utl researh [t) applicatini p'rn'gris i~kolild lie

teqriedsotht paee~dt p ilett :. e oled B. Recommendation
with Ire latest a\ 3uLaule tectimiihWe Fhle ltud\ girip ie,:onrrtretds that the ASM reseateli anid

iechiniiiiogv developieItI'l i Jii S. .istritintied Itt tire lin1ple-
(0I \e~k tec:flnlo d)Iruett wind i- eqired ritettirilati parid keSeatelr Agerida sedins I tis leptit

treeded 3te a Iriehtll relible tarl~lerdcar~ tfIri pro- hie rnitiated .:t, sortm is possible. Tis wonuld enable tite earliest
cesmrht 's stein ri riorrvolatle t,.t~ki itetttorx\ to possible snacceritd s\-itmit-level pwri fi fereept detritmns1tra-
enlab! le au ttiItoIra jrtenlce lr n.itrntoi ioti (it* ASM.

EXSIGADE SYSTEM PROGRAM OFFICE APPLICATIONS

TAS r: SUBSYSTEMS

EXSTN SUSYTMT ASM

TASK 2: ASM SYSTEM DEMONSTRATION

PREPHASE Aj PHASE A: SYSTEM PASE B: SYSTEM
PROCUREMENT ANALYSIS/DESIGN DPEVE LOPME NT/DEMONSTRAT ION

PROOF OF CONCEPT

TASK 3: APPOICATIIJNA REEARCHDEOSRTN

NEW TECHNOLOGY DEVELOPMENT

TASK 4t ADVANCED DEVELOPMENT___

RESEARCH____ NEW TECHNOLOGY DEVELOPMENT ~

Cya1 CYti2 CY83 CYB4 CY85 CY86

Fig. 1. lmplarentatlon plan outline
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Introduction

Currently when :Certain critical failure states are detected, space segment consists of only the spacecraft, while tie
spacecraft usually enter a "'safe-hold" mode. ill this node. ground segment consists of three separate entities: data
operatlolls are suspenrded and ground illelVelltiOll ill tile tonil1 processing stations, co nmrlunications centers, and a control,
ti" reconft'iguralio coi:nrands is required t) lestore normal operations center. The data processing stations and the coni-

operations. Space,:raft are a, not presentll'. designed to aUton- nilliCationS centers mla', he nlm1erOus and are payload-data

omsllsk recover from designi laults, software failures, or users only. whereas the control,'opelations center is nonre-
changin2 enironnental conditions. dundant and is responsible for the overall nialaeerleit (-f the

spacecraft.
Autoinomriouus space:raft mrrainttenance is characterized by:

I Spacecraft design that tolerates hardware and sot'tsare II Definition of the Problem
failures and design faults.

It call be seei thlat tihe loss of' any, single data pro~cessm. i
21 Spacecraft design that requires for extended periods stai M seen that th oss of an\ ngl d p s

oft time vJrtually no grotid cotact, interaction for jeopaiie tire s e
seinmenrt on tihe oilier hanld, tIre loss of thle cotrol operations,

onrboard detection, isolation, and recover'. of faults, or
center irma even tualh render file entire space sy sten Inettec-lotllitle Illllllelimilce functioY.ns. live. The dependence of tile spacecraft oi tile Control OMea-

titots center andI thle vultneabilit., of file :enter ht) liwtilc
For tire iost part. such capabilities have been heyond tire irtis cntead rI e eit . of t ir thoil

state of tihe art oft spacecraft systems. This study group has
been commissioned h\ the Air Force to address threse issues.
and tr detail a plan leading to the incorporation of ASM into Ill. Scope of the Study
operational spacecraft by 19M9.

S a e.'all c .11titr'n ll
"  

iioIvlves several elerileirt,: .I'itIoio-

tr)(Ills spaiceclrt: lltairutenair. artlorOnitllirs Missionm ,eqllenclln

I. Current Space Systems arid cor l . aittoitliots It1 nav, gatloll, jild . atonorrts pa load
data proc'esig. Iti have a cor rpletel\ aritnonrois space,:raft

Tie space system is composed tot tire space segient and .ill of these elerrierts ,ulold ave to be iicliuded. Tins sdtl.
the ground segmrent. as illustrated in Fig. 2. For this stud. file however, Was It address olyi tile spacecraft itramnienanice
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(spacecraft "heahh and welfare") aspect ot autonomy. This (3) An implementation plan leading to the denions:ration
includes tile maintenance ot satisfactory sysiem performance of ASM concepts.
in tile presence of internal faults, and the movement of routine

maintenance functions tront tle ground station to tie space- (4) Research areas applicable to ASM.
craft. It is assumed that other studies will address the other
elements of autonony. With this assumption in nd, the (5) A basic reseatch agenda that supports the development
following topics were addressed: of ASM.

I ) The state of the art of ASNI in spacecraft design. These topics and their key results are discussed In the sections

(2) An ASM design methodology. that follow.

SPACE "

SEGMENT

DOWNLINK ~ OMMAIND DWLN

LDATA PROCESS N6 OMNIAIN

RECEIVE STATION CETRCETR

GROUND SEGMENT

Fig. 2. The space system
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State-of-the-Art Technology

The rneies ot' the Spaci~cat System I eclroiLng anid subjeci tteld mnd because, (it their atfihated oetiatr
Fitult-loleraiit loclitrtriog Workin,t iups piesetited desciip- Cxper ieice JSa ASLIppl)ici it Air F,)rce SPa:ecrTjIt t or otte o

tios ot thre tait-liatidliig cliraateiistis of existing spacecialt more ot lie rItissirir classes. Lacli inentet described evainples
and taiilt-tolciant comrputei sstes.~i These weic relesenta- ot current sieca .eplitun is design rrtilg
luse I sit,,essitill S\sternls dlemrired toi oieate with iii specific lekIHIL!! t'JI trlt rimdliliri Nurirotis s\ sten and sirbs,,stemti
Ciionmetrts thre spacecrat ts\ sttis for tile space enIVIron- %kere describled 11% tie prt prrtilte Svstemis piesented 11
ilici and thle cOMI)puter s stIrirs (to ditel vitlun labori\ this eciirr ire evririi)e, trl\ .represetnt tile diitteer
envrrnjlieirts. III ris sett.a suntru~jar\ ( thle ':cliren nrissirr clasN'e. It I, 11I herne suceestcd t11at these spacecratt1
-ipabilmtes ot thre spaicecraft atnd talult-trierant1 )IIpIItMCI ar leaidrcirirrte for their1 ii',itiplictin Such 'm
,\ sterms is giveni. triliwed by ani assessmrentrit ohheir relesaice 'Issessrrrent wr rkiN a par"t Ot tire studs. [lire tar tit -Iaidlmrre
tII ASM. cirar.tetistics ot tile ti1rtr 'pcecrat .I will be descibedC

1. Spacecraft Nrs~i ls Lxiipesaerf

Air F-or,:e satellites .ini be categirriled into tour ttissIIIrl Irrrrrr r I SA I ON. I I.ASA [
kIsses. irrrrrunica IIt Irrs. navigation mreter icpal 1, mid VI\i II(I

sur11Veillance . During, thre \orkshops, sateilles. Itron eadr of tile \srtnrGlobal PositiotilnIL Svsternr
Jasses ceurit surveillance were presen ted. Because siiiceillaiti W l~er) I kr)Il .11 elne Mec orlorzlil1
slidelites, were classified. no detailed itrnritior was Ir. oitei Satellite I'rograri
Addmrtrrall% preserirArirns were rzrVer esrlNome soni f tire
platretar exrplora t ion spaicecraft.

S pace craft

Thui membiers ot tire Spacecraft Systemt Teclinutre Worklfiteti Cxphiionr Noge
Ing Group \&ere chuosen hecause orf their expertise In thre
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A. Example Spacecraft 2. Navigation spacecraft. The Global Positioning System

1. Communications spacecraft. FLTSATCOM is a 3-axis (GPS) satellite is a 3-axis stabilized, semisyncl'ronous (1 2-hour

stabilized, 23-channel commnunica tions satellite. It flies in a orbit) navigation satellite. It will enable a user to accurately

geosynchronous orbit and has a 5-year design life. Four of determine his position, velocity, and time. When fully opera-
these spacecraft are operational; the First was launched oni Feb- tional, there will be 18 satellites on orbit. To date six have
tuary 9., 1978. Its fault-handling characteristics are given .in been launched, the first onl February 22. 1977. Each satellite is

TFable I1. designed for a mean mission duration of 5 years: the fault-
handling characteristics are given in Table 3.

Table 1. FLTSATCOM fault-handling characteristics

t~i ilt toleajitTable 3. Global Positioning System fasuit- handling characteristics
a t I rib lifevl.cipti

I aul t-t oleran I
Reliabilit achieved by redundant comoponents attribute Description
(ross-stra pping -__ ___- __- - __ _ - __ ---________I

4)bad Onboard swkitching to "sf-ilin ode Full iedundancy except where Impractical
hnardr Undervoltage detection r~slitini in automtatic te.g.. structure)

It iA ~ load shed Multiple redundancy in critical subassentbles
Battery cell monitor and sv5 thhinr eg. triply, redundant atomic COLoks)
Command receive r toggle Automatic detection and isolation

Unbourd NteElectrical shorts, attitude loss handled by

sot twiti Onboard load shedding
___ Xllw gruti intrvetio lot.riiw~ tias hadwaeJet runaway handled by watchdog logic

Automatic detection and correction at unit level;rrund anid switching bor systertt performance degradation failures
i-rst d -d u nd anc\ tttattagettertTit n 'Tuitrd I-ar th sensor

(;iOund Override capability Cottol Electronic-s Asseinbl% power supplies
-- ---- ~--------- ----- \tasking of solar array s5ysten performance

degradation failures
Automatic Sun reacquisition froim eclipse

L+ A-SAT is a spin-stabilized geosynchronous communtni-
cation satellilte designated as a functiottal follow-otn to O~nboard N pccatbssfwr

FITSATCOM. with a Zdestgn life of' 10 years. Fonr satlellites No~w spccatbu oCwr

%ill he shutttle-lauinched begtnning in 1984. These satellites' Allow ground intervention tot tailure analysis and
fault-handling characteristics are given in Table 2. swiching

Ground Redundancy management on ground
Tabe 2 LESATfaut-hndlng harcteistcsassisted Battery reconditioninig

Tabl 2.LEAAT fulthanlin chaactrisicsRoutine health and status ttoniboring
Ephemeris and time update
Magnetic momentum dump

it tributeDecito

.Xiuinatic trinsf -er to rdte-hold ttode in evettt ot
loss ot seitsio 3. Meteorological spacecraft. Defense Meteorological Satel-

Autoniatcally ictinates redunini corimttt lite Program (DMSP) Block 5D spacecraft are 3-axis stabilized
elect rotiics/tnot or driver ind mtnor In esvent atid operate in a Sun-synchronous polar orbit at 830 knt

Onho.i-d ot loss it despin controt (450 ntnii), The Block 5D spacecraft have a 2-year design life:
h~oi~imc No ingl-pont utor-. i thu~tc pe. I tiS the first was launched September 11. 1 97o.. The fault -handling
Autiomatic fault detection and ground alerting chrceitsofhseaeltsaegvninTbe4
Redundant elemnt., to unit levelchrceitcofteeseltsaegvninTbe4
Receiser tinm- ut
Wat' Ii dog tittiers

Ottbrird None 4. Multimission spacecraft. The Multimission Modular
-ti.T Spacecraft is 3-axis stabilized and can be used for various

Allow grouitd interventioin t(ot failure analysis muission classes. It can be used in orbital altitudes from low-

G;round and switching Earth to geosynchronous. The first launch was February 14.
Redundant sw itching fI' b)attery% chtarge rates and 1980. It has a 2-year mission lifetime, attd is capable of being

battery reconditioningreupidb th shtl.Isfuthnigcaatrsis
Redundancy management in priiundreupidb th shtl.Isfl-anigcaatrsis

_________ ---- ~~-__________ are given in TableS5.
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Table 4. Defense Meteorological Satellite Program Table S. Multlmlslon Modular Spacecraft
fault-handling characteristics tiult-handling characteristics

laulI t-tIole ran t r I P i)I 1-; a 1-lt, ran t lDescripIio
II tribir le. at trib t -f lol

llard%%are watchdog tinier reqtuire, perTiodic lock redundanc%
res[pOTiSC protect, agaliirt liss. it Power and No credible single-point lailures in space-
Jock or sytrrlock-up 0 illt bit'

I Ijrdssare teStillil Ot IPdrti% llIi nStrUCH0on'. Onbiiad Comtputer tailure detectirrir tatchdop

Onboard and nit irirr add re s'e' (COInrI tle r Ii.. id%%s re nersi ill ( lie alt tudri ci ' trol, coinini -
hadaeself-festt tiantoils. and p. we r ill d ules: rec n fig-

baida re PhN steal anrd functitonal red undan in U ii tI spaCe~d 1 10 i p iWer sate Sotil-pOr IM,':tin

sUbs5 stern% itode ursirr ailrre lackuil) svsternr
I lard ware de tec tiort %%itcJrvtir iii 1ri t lide r iii age d e Iecr itl arid siltIIrI"

subs sten Bl er utQ-1t-charge calculatio,
Redundant central prOLCsirtg tillit'(irrie eits

Proiectivc soltiare ini pmlre *ahis\ 'reinl SprI).ratI I oit-porirtiri detec tion anrdsair

Solar arras drive conir rl jir~idleleiiirr data qiralit checks
BatterN latre ot chantce. 1,)\ %oliawve Irru\.icrinll ualrdit\ ClrI~k tin' aMitird deter-

tenhperarure heck, Iitiationt arid cIriril sot m' arc
Onboard Load slledd ilg in eve- , tit f aut N'..i"ii he.1l) ni arid sil ill r red.terfn ied
software Situ'.are respirise to e or, rested ii 0Q abo% e pas hid tislirtirileter ialh ofilsoimd

Sparc- niiCMrr-or Withr 1 etal siii'trC IpaCkages'rii .r'i
t1) LIIIICJC itrp r rcri'.er a er iitirr ilure, Ua . -n. 'reid rintrirt i liirv anirh 'Is

IUetecrioil airchtirig ir subs sterns oilicr thinrisurilii

pirsee~~1,k r irrller reCL!Irir tatlur dce, eciri ind

Allowk _Ionirrd trrrerr~r i finiate 'inakit L1f'ure. teACIhilli
,and kwitchimw Red uidinicinaiareieni on er 'tUrd

(;round Special inboa rd I)roI)Ces,.. r issi Inii I- I- IC -11 11%__

,t,.sted pmrtrern. diagnrorti, nirin, iii:'! -

Reprie.rairi C'iTiJrilirer
D~ata t rend ials .k~. Table 6. Voyager fault-handling characteristics

1 ill t -r I n

S. Planetary e~ploration ipacecra ft. The iii i 
3

-tis st~jtil- 4ripiiueJFILIInlrp la
iied Vot iy~ei spacec:ralft . aUnwhed Atugu~st 20 arnd Se'ptembner 5 MITIctii hr pavItd
W-. are destgned to explore the plnt Jupiter arid Stlurr Iiic11 111-Ion iii heir

Lichl spacecraft was deSiLtref for .t 4-Near trisr ifflirrr I )TO, $. -Iir'l etnal
aitinhrrtudr edch iras etlIriuigh CXpetdihles, ft pisti C\tiidu~ i i Iiiii'di ts

li.siois. 1Table 01 list., Vir\ aQCe", lait-lairdlrtre ciraytctertsli CS \,ir ntt wiiiri)rx J,, Coirilite ( ilinid

SI un 11in ind Alubsss Adretntal~l

B. Fault-Handling Design Features Of SpacecraftI len.iiepier

Se~e~u1 i0hSesatIi0tiS c:al he rurde Iriti tire l3uuit-Iijttdlitr R-1i'ies c. itrirird link
cirarac:te risics ill the spacecral pie senited. Tire sptceCral tt ih' ri~~tI

1V ptcaulli enipirryNi I -mAid luflehirnal redlitridturc0 lot highiitc pinel clerireini

ielnuh1iirt. as well is \sttchIil! tiiter\. cioiss-stramppiin. aind Inn huxrtre Siirsarsnsr

Se ie idil 1hutr pl nb

lr ceera.tl ire ire ni', crethihie siiele-pitt litrttres. life' I tentr ittirtire rid e%*etir .iuriiirn

eroiird-ssWsAd r~alrs include such capalhilites as epireinclis Rcir\ii siteN111'LA, d It irtn Illrrrts1tIn VTur

.tttd tinnie updates. tretnd atlul\ si'.. adt mission eiit~i i l.ctnri~ilr~ii'i't rrir~rr

Redrmrrlati\ ljttutitleit iliti L rOl isl in0,1 tire 111CLriutid. aid sltts

ial ac l-im i ix' air i'verride capaitlit,.tri~ Y'.%I~jI~ itt h t editidairt Lwirirniteils itl

issiiud lleICTaic erICT.ingn mordes
B1ot. k rediundarrey ettrpi i Is coimplete, tdetrltcal extia Ien anal,, six aird LalihiatiritiS

criunrpiiterts that :ai take liver in lire evenrt tit af critirpolent --
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failuire. There are several levels at whichi block redundancy call onboard taul ii oler ant computers will be required ito act as [the

be applied. Ini ascending order these arc the element. tunc- atit omated i epairman tor ASM spacecraft.
lion al unit. functional string, subsystemi and sy stemrt levels.

A numbier t Olt-to I10Clln coniputers hiave already been
Functional redundancy. onl thle otheri hand, does not conIstructed arid used. The lairest applicaion is ili teleplihrie

emrpl oy identical corniponens isu inis tead pert Inns near il ~e smlicling S sieo)S. Most iroderi smritcingl olices are Autoiro-

samne fuinctions uising alternate s~ stern of srrhsystin coirfigrra rotusly nriintaind sr sterts The resideni corrtrpuei is c:ipabic
tioris. typically controlled tloml tile 1,rou.11d. Functional Of detcICTIng taUlts W~~r It self arid InI SurrounTdingeui en

nedundanoic has an advanlp tc sei Nor ck redurndarrcy ili Iira t it recIngI. thW IJUlt e,1,1Jriprrre. anldcninnetina rse
hielps avoid systematic design errors: hiowever, it generally (Ref'. I 1 (ornputers mili vari~ig degrees It awiiioiS

does nlot possess equlJ perf'ormiance capabitli ty . set f-re pii Ii a.e been iiuscd InI otlie r cominmere iia ippl i ai'Il

IIItrite event of' a tilirte. tire opeiatittg philosrrpiv for tile sstenis.arid lte Taridert Compar)ler Sr sterns ottitH LIsed It!

spacecraf't systerms hias been to rely onI groI'und in~tercltionl to ftirrnciall traisactions (Ret'. 21. Ill aerospacs , seit.evrtpe

restore sirccesst'ul operations. Tins hias Oiven rise to tie sate- of tarlti-tI)Oler CI r:pi i llar be tIorld Ill coriitttiet, 1,1
tiold mode iii whiichi the spacecraft is attonoinorisl switchied airplanies, tire Space Sirit tle, and irt tire SaturnI V ' utuan1.111
to a bignIA stae Unrtil ground IiICI:ICti0rtS restOre Olperatioi. itip)Uter (Ref. .3. Thus titere emists a large hod t desI gIIl

'Phe ground arctinir I 'picali Involves fault de!eCtrtrtuitii expeuice i tir deCVeIoptrenIit o1 taul:-tolerartt 1 e . atk1'
anilsis. cimorajided Swrtcltilir III isolate tir': dletctive elc Ittolisi,, Sell lrtiitre coltrpiut it! s'stetis tot a 5 iltt\ ,I

merit,1.and finially, recovery ptoCedurle titro1iri rctirtji applicai ons.
nt a1vailable resus irces.

Alt11.t1t1r1lt~kt PAIiC~rdho,l s\eits hav beenI 01IL1,C~i~ It

C. Current Design Methodologies aid tested, and a turld is under 1Cveotrei !arlt trlel.rtfl
I CONIP I Illtputrtte inrot beertI Used itl 4.1rerrII spaceerat Ij Tk g 1!rijs

Methiodologies rave been detirred to iridlude prticrettert III tire i-:ntlt Toletii Teclrirolres Workrttg! ('r01 %e toI

IItra1iraeiren t policies arid decstgrr developrtterrr proce0dureS. The1 -o)te t t--ire-artl assdssnrlettt ri tatrit tolerati &Irripwt

po0lICs St ticture tile dllpJIitCttt Il to I,~ spaecal s'jLteettt S uiio 'cij~j ts. arid III e\V.rttir'je
prlocess thriough tire ulse (it trrtirr'irled rtrattagcierrtrr rports. Pr oblelis anrd prusplecs lot etttptokk ie ltutt-toletartt '(1111pit
deSig-n resrew S. anid xrdiis. Ill'r-' Illtprer Prcdis rgitSpa1Cd itt lih1sseit.-ir Itteilber Itl tile ks i:l

rete lte eolleciive Set o; desig' -tlook arnd test arnd ~ai~- group1 IS ats iytttvoted jli tire deeoirttI tt--tie-
1l0t jt o:edurs t'it Irc' eIrI~lls d kLurtipt tile d00)It'Llptrtt t -muile rteiptir S\Steti ittd eaiti made pwScia-

pr ocess. torrlS kitt tireti S\ sterirs.

D" -neir iae 'trtpioved (ko eAluate tire adecirrac III a SCeen tatilt-rierNrIt ckrrrpuitrrtg 5 StesCIS w ere pr1SIeste.
pop~.' Jste ~u t . cottrrttrerr Irr ahicairr Sch Tire*, lite uatmio-ed Intr tiree grouips ( I ) I JIboar spacecratI

t Io rlioide Sitrtritoir. enti)iattlort.11rid reiranit rit > s' kIttpie st ' I, "Isnu cJtpitr.aidt (31 cLrtrttterCrrt
ecrrtrts 1c ired 1b NII -HDB)K-.' I _Y leStirtel procediles

striuC ton slir~k. that tile 11pwccit rpetrates per tire design

ii i i ii'l In,, d dun i L tlo k in i lS l til octi ts ri d err or

toI ruirle IL" aer1Cerllire ot tire ,Slsemi reili/rt ot it iill tire A. Onboard Spacecraft Computers
N> steTin speOMCrArori [irlis Iniciilies, I,'lidatlrlt u tttiatc Tsr comrnputer s~ sterns wrer presetrid. tire Fatili-TorleraJIrr

iclruhtity - nt eivrrlrttiert I rliutertiritsSpaebtrne Compueritcaird tire Brilkirrg R31ick Fmiit-Tlieiatt

11.~~~~~ ~ ~ ~ ~ Fault-ToleranCo ptn1.Iail Ter It Spaceblorne Computer. Tire Fiauit-
II. Falt-ToerantCorriutingToller airt Spacelb rc (Xrrrpriter is a general -puirpose cc;tiptrt i

Air i"Scsiltieit of [fire State (t ftre at( IttI .rii-trletil designed tor Ai Force ;pecificalirrns rrt Irigir lItorrrrigli aird a
tl IrrIptitlitt wa.s trlidenlikeit Is in III tire ASM sitihi lt twol 1t5' probabhility tit suirvivinig ( unattended anid withiout degia-
itirport'lnit ie,rsI'r. F-inst. i t is a lc. ittologN tirat iris ben tinder dalr ll 01pent orntanice) lot 5 itm 7 years. Tills tiaclire is calp-
rirestilgarlon ton over tirerits % ears. rlird urna has testrited itt able of' sell -icconiieiratrion arid riesriptiotr of crutiiplrtatrlhrs

lte dereloptliet ilt sesetil arntoIIitrIlrIsIk irrartrta11CI NvsteIrs1' tolll~itip iiterial comnpornent taihirres. prower trantsrents. rrrl

(icslpirre L!rrttsytrri Second. it appears tiat nadiat itt evenits.
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The Fault-Tolerant Spaceborne Computer is in an advanced Both have been developed as breadboard systems and are
state of development. A laboratory breadboard has been currently under test. Though not immediately applicable to
constructed arid the falt-tolerance features verified by exper- spacecraft, many of the techniques and insights developed in
imiental testing (e.g.. insertion of faults anid verifying proper their design will be applicable to long-term research into future
recovery I. The machine is based onl complementary metal- ASM systems. These machines are summarized below.
oxide semiC01nduLcted silicon onl sapphire LSI technology. It
is not available for tlight use due to an inability to obtain 1. Fault-Tolerant Multiprocessor. The Fault-Tolerant
raidiation-hiardened (1000 eate/chip) integrated circuits Multiprocessor is intended for ise as one of at least two
(Ret. 4). central computers in a redundant distributed digital system

designed to serve as a highly survivable avionics system. The
2. Building Block Fault-Tolerant Computer. The Building design isbsdonindpnetpoesrccemmr

Block Fault -Tolerant Computer is a fauilt-tolerant dist ribu ted Modules anid commnon memory modules that communicate via
comlputer sy stemn architecture. It is aimed at spacecraft systems redundant serial buses. All information processing anid trans-
that emiploy a large numibei of- microcomiputers embedded inl mission is conducted in triplicate so that local voters in each
Various subsystemns, anid is anl outVrOWii Of thle t 1nified Data mnodule Canl Correct errors. Modules canl be retired and-or
S!, Stern) architecture devel iped at JPL I Ref.5 ) Til. arclumcc- reassigned in any configuration. Reconfiguration is catrried out
ture uses a smlall set of standard building block circuits that routinely trom) second to se' and to search for tlent faults In
jik eisiting mlicroprocesSors atnd mnemlories it, he conlne.ted the voting anid reconfiguration elements. Job assiptimients
rIt erfhieCr Ilii IaIilt-rolrani it It[IhLted comIpuIlt SS stems. The are d1 made on a tloating h-sis. so that any processor tiijd is
hiildine block omtwect rthe central poesr unit .in tle eligible to excute aNI jobl stepl. The cote software iii tile
tri'loml JA1cSs t11i r ii~i, t Iil Sellt-checkiv co1mputer Fauhdt-Toleitnt Multiprocessor Will hlandle all fault deteclioti.

1midii-> t1,at CanlIt ,et IlienI Is% i1 Illt nald t AuitISLI do ilL diagnosis. and reoesin suchi a waI, that applications plo-
orial operation, rfite S'li -clik-Ainig :omnputer nOdlics grams do il0t need to hie involved (Ret. 0).

,ontain interlaces toI a *.er o redundantiIl I itttevcInniunllCatIloll

husk rid St c llkIn 1 he :i t, rTIICIe d I iti a te i 1 lii w N it cI II spa re 2. Software Implemented Fault Tolerance. Soft 1wae 1I1mpLe
iriputeiS 'Ire emplos stv lir fauilt lcvet . Tented' Fauii Tolerance is, all ultrareliable comtputer fur

ciical atiafi control appli-atiuns that achieves fault tolei-

\hreadliodid ,I lie Buiditic Buck I'lul lolerani ('onli- ance by tile replicattoil ot tasks amiong proc.essing units. Thre
Plot: I, cutientlI, hoirir develope1 al tisspsts ha li itricSs iiie untits are ott-thle-shelf 11MinCmLAIu-terS. Fault

skill )e -nrrplored id seitired ill 10-1t2. Flil-lit availabilityt, ,f i iiati iciee isuignidvdal-bteit
eptie tie siiiisefue1ilr lCeelipiinII[t O w VLSI and t")it 1St dLii.t hlnk he I\ C I C 11 ctIL CNN(s pa1 Pdt or all proNcssors. l Ioit

iwisciaied .i:liis.ain ISill take ,it additiontal two wi thie it,111Jld aljsl d \ .rld recil fiur atlionaePi
seat [le piiteii ' dtaiitp tdialotilijd pats u ot tied lv sIIwaiic. Iterative tasks are redundaitx- executed.

iln tit t"It tile I-auid I derarit Spacchorfile Ckini e Ind .tdile aiid thle resloIt 11actliIterationl ale Voted Upoii betoic heote"
imiilii Blkk 1 a1ol 1 '. ilti t wip~e P H used. Thtio iris IM Single failute ti a Processing liiit or itsI

-Ill he ti'lated ssihitrplicat(ion or quiniti11plicationl (It iSks.
dint SIIhNCsjUetit ltICite can1 he ttoleiaied after iecontigut~titil

B. Fault-Tolerant Avionics Computers hes Soi iware Implemnrited Fauilt Toleranrce software is luiu
structured aird Is. tirialir specified using tte SRI-developed

I s uiii. Ill;I .1I s%Cl. pi' CIC10d Ihle ssii,iciies SPIt( WX language (Ret. 7).
Itsj%' es-li d~l h\ Jb A.S\ Ii ctl I t Ittiiuel-

ethteili iii iit. .,l tus ds Iain ll % itlsiOile. I stiettisi
l Is IluhIlIitsI.% I I CI II k d si111 sjo lIll .~ de penld Oit WikA C. Fault-Tolerant Commercial Computers

I Itre tCCiull t. Icrinl sIromputing pI)OfeCts at (".irnegie Meliiil
Iii'i~~i i Iii "I .ii ii iosiej ii \(,catoiiih (rit,,,sit, kei pieseitted. These systemNi use DI-( nuniicilil

il \iIiiiii isitu eel shiat sil l' altle If, Altr itl e diliet at CuliiIrecial appli11caions,. Thtu0gh 1l,1

e sr ! 1I i Cl-~eti %la ,Iiishe iuu1iiiitaut h ; dticils applucalleito spa~ecraft sStentls. sonlic of- fieInsights

cl-r I I -ndII1;I ol \pe Irieni, ed h\ d.C dae I/e maneus. eintdCnnp 'n. rdGmacSIII

Tile t dki aiuiil iliputiers ire desie~nated Fi-uti-lolerantl 1. C.mmp. a mnultiminiprocessor. (trntup is .i canotnical
Multipritesi iirld Stiwane Inmplemiented 1.auilt IIIh)erance . nnul itiprucessi sysn With a 1t0 X 10 crOSSPOInlt Sv.iteCh. I1 i toi
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It) DEC PDP-1 1/40 processors may be connected to tie were common to all tie spacecraft. The methods utilized in
piocessor ports on the switch. The 16 memory ports provide the design and implementation have evolved in parallel with
an address space in shared memory of 32 Mbytes. Any pro- the spacecraft requirements. As requirements for long life and
cessor can access any of the 16 memory ports for memory high reliability have become more stringent, specialized
accesses. The entire set of processors may communicate via an functions have evolved, with satisfactory in-flight experience
inerprocessor bus that allows interprocessor interrupts at one serving as the basis for broad acceptance. Typical of tite
of tour priority levels, continuously broadcasts a 60-bit specialized techniques employed by spacecraft to protect
nonrepeating clock value, and allows any processor to HALT, against specific fault classes are: cross-strapping, voters, watch-
START. or CONTINUE any other processor (Ref. 8 . dog timers, parity checks, data coding. counters, and switching

networks. These fault-handling techniques pertain generally to
2. Cm*, a modular multinicroprocessor. Cm* is a modular subsystems. At the system level, about all that is currently

muliptocessor system based on the LSI-I 1 processor. Each done in a faul situation is to put the spacecraft in a safe-bold
colmpu, ter module is connected via an interface to an intelli- mode to await ground-operato command. It is the inclusion
gent cluster controller. The clusters of computer modules call of onbuard detection, isolation, and recovery mechanisms for
be interconnected via intercluster buses. Each computer mod- the purpose of reducing all ground interaction that is the
fle ,ii share memory with any other computer module in the distinguishing characteristic of ASM.

netw\ork through routing table, il the cluster controller
(Ret. N,. a. Detection niechanisms. Present spacecraft design tech-

niques rely on parametric data telemetered to ground
3. C.mp. a voted multiprocessor. C.vmp imnV best be operators for fault detection. Generally, faults are inferred

dIlhed , a: multiplocessoi systcn capable of Iault-lolerant from the nonreal-tine analysis of such data. However. ASM
.ein,. II onsis tof three separate [SI-I I mioctMpuLters. requires the timely detection of faults by either direct para-
.i with it, ,wt menor% and peripherals. They may run metlic itteasurefiielt or iicipien t fault prediction using direct
itde penitdeit I three epalate colputers cOlmtllicatIng irleasutlereit and onboard trend analysis techniques. Because
tir iui'h paillel f line uitL - or tile, lna,, be switched Intto 'tit of tttSS ind perIe ,.)05straJint -. measurement t echriloo .

i, termed v\tlti mode under lnanual or progrml ,tntrol to becomes a leading technology driver. More extensive use of
totlt a tlplicalted LSI-I I. This torin ot triplc-rIodolai redon- %:tlchdo, Iners. parity checks, error-coding schemes, and
,.iii, AIlowS tie votcd multplpcessur to Co itue of)petatin, ciulters is anticipated. Concerns about tihe itegrit, of
,ll i,: 11' ittiatio, t where any o1c ou! ot lhree .oples of ant" detection iechamisis., utiliuinig special test routines and oI

piq;carCel Leleincit Sullls I hard ,iduile (Ret s) additiinal deiectlto mechanisms must also be resolved.

,. Isi/htio mtcihwhms.t, F:xtietmely high rehiabiit) sich-
IIwp lechniql, dl lit> t{ll ttle faul~t 1 lon ,,lraleLie,,. whlich

Ill. State-of-the-Art Technology Assessment ,,ilie Afili's to 1 ettve thtlt\ cotMpments front tile

I ; t i a 'c) Ict)',', .' l )I i T he ppl ,c ,}s l-u st lt i t ipelial;Jii nsl a 'ttllt tce. afull> operaton.l
.:k C i lli . At iss theis tit leli thill\ i ts tile s5t%'lc l _,.1" ~i' . I !!;. 'l lt'it v 1 _1. w, l !,t ull Jll ln ,. mij-1!¢

t to 1' i ASM leihu'I, i'd p:IC, tll Ill i'~nnii he _n tieJit isms Ih' ,le C,. Redunda.:, -stitclitg siratee,,.
. ed.. ti lt ie -, ': t tl i icc, ittplth 1 i, el littl . Luid s1pC.lal Iedt ittl tes it ) ,dseS s tt h

ittleeIlt dlttit 1lleint iltl\'ls, tie letiietd.
lil' iIe !ull.il ,,its 1l-,tllC, hs, ASNI . lThe prI, ireitie li

hI' 11C!11 PeuIt d CL. IIi h ,) iSi. illIt huotits. tiit cu

next *'' i/tr '. .. ei~iiihstc hniques .'d 'e sts lalaiot

iihi\ttiti/c s stoultl peltotill c lt1iLse.iteit i 1i lhts As such.

A. Spacecraft Technology Assessment hvi liti sistcIC te1 iued is etIt it
1"dlilikill1 I1ch,1H11llis die J~lai let liloeda, i l enl attlibuiev

1' I ;it; 1ii IfL r, ,,, . ASNI t o ~st, it sp&it.- .'A ,_,e lev.l vtesw (t lile \t1. lible spaceclll resourlccs
it issi. t' fii i 'I ,c Ini itid tht, tt lie l iti io glo td Il. w l he needed, tid so S\stle trlII le-il studies \ iViTI ti

I, I t~l ' Iit 'lll !- t\-llded petllds )l tlitle. The t llisv- 111t1ti111i/e cstIl (tllttss. Vitlirie. ptt 'el ) alnd in i\tt111e fecittet.

ti L e--., :' it 'l -. ,It 11t i tU lgs , i ,tvell ,iauaitsl t these polential tfrnt Itults ire equited.
,Ill ri [I 'lllc '

2. Spacecraft methodologies. In general, Ilie procuremel
L Dsign features Ill ech oi tile pieseltaltolis there %ere iminaeinei policies have been considered adequate by the

ee~ril lieth,,s it tiilt deletlli. isolalltii. and recovery ta stltdy pahtcipants. liowever. new design procedures are a11icl-
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pated. The following discussion focuses on thie need for new Control systemns. This conclusion is also appropriate for lone.
design tools and new test and validation procedures. lived, highly reliable spacecraft sy stemns.

a. Design tools. Simulators and emulators will be reqluired B.FutTlrnCo ptgTeh lgyA esm t
to provide relative assessments of' the design and to assist Ii 8 al-oeatC muin ehooyAssmn
trade-off eval oat io is. Present reiab il it y nmet hods, however, as The1 lol1fl ong onc lI nssum ma ~ri/c thle state of' the art
defined by N4[1-IIDBK-2 17 mlay not be directly applicable toi in faullt-tolerant onlboard computers. and thle applicabilit\ of
ASM. Areas requiring furthle r st odx inlcIlde extendinui tire mnethod ol iy Of Ia ul t-toelean conip111 U1 Ito)

ASM.
I Software and firimare reliability. The problem in-

creases with the comlplexity of tite softw.are, and tottal 1. Machine mvailahility. No ltult-toletant comnputej, are
project orientation is njee ded to'r sul.ccss. roc t lx a Va ia ble fo uiiise oi A SM pa) cectft l Io Ate t Fit ce's

()Predictive miethodology for tranISient ajilure a13Nalsis. Fault- [olei~it Spaceborne (milliiter is tire most viable candl-
Test data onl colnmercial comnputer systemis presented daettsei iI'§.*Mdii'ntaor.tteititeotl

during this situdy indicate thlat as mnany as O; it) 00,; litilt -tole]iall] oriboar d pitkes.sor In anl advaniced state (,I devel-

of' rItOi ted failu res result fromt transient faUlts. 01pHICIIIt. A headboard has heenl conlstructed arid Oritted. file
tlujol obtceto its tise is thle develoipment of(.)I u~e

h. Testing. Thre present testing techniques iave been Niti \ l adiatiot-ludenled 151. Buls is att1 enabiutg techlnoloL* totT all

to be adequiate t t r c u rett t s patcc aft. For air A S.M Nimcectaf. idvantced di-ital \ siems Iii L SAF spaceciatt atnd is hemsl.

li oeve r . ne test itg mtihinds mtay h e ieklunied because ttae tapbeii i~ipot n lety

I ) itesting oft ASM tutnctions tmurst ble done at eachi step it thle
interaton roces: 2) ew itbord apailiies na reqite Thle F-ault-i iilmsit Spjcebortie ('otttpiitef Ilia% be lItant-

liew% test equripiient n 3 iep~iii\o A\ miaski a pered hottevel, becatise it is uiti)Cleni ed as 'I sinel- tit-

allu11re pilor to l.inch ntrrst bie detected, ) 'C Ss' IoI - t Is eSxpCteId tha It frtit IUICspaccr:Iaft arcttItIIect1110
w ill tenid tosyatd a , 'lit( rariitt ofI sittall ttictoctittpltes if,

i. I ~dalimv A majot celmt of validitii. uitctl dietN ot conriol and ti.i load sirbsxstets. Fault totitce

relevant to ASM.L is reliablilt vallidaionl As tiiited at NA~SA %xIll need to be d1stutbuted tf1ltthiltt these disttibMrCd

cotterence onl validation tieiliods reseajrch tot fauilt-toleiarit tuhienres(.. aiilt-deteciiott bhrdw\are w\ill bie

arvtrncs anid coniol svstetts (Ref. Qt t i 1qiled'i il a sttiall sstseitt coi tpi tel r. aid a (tie tarclts
of tecovelt itctiattusl tuwill bie eruiplos ed. Therefore it is

"A traditional apptoach to reliability %alid,iiiOtt is otp1,1m ni it tauir-tlerictt diStributedl corll~ttpiitit st Stemls

tile titetestirie ietlttd ill which 'one takes 11 he dcetopef t fttitie Lenetarion s of ASMI spacer at. UTte

statistically ideItIcLa Icollies oif tile systettt tinder ltir11ilt loc ,k Faiill.Tleilett Comtputer is a drititeiid

test and tetimiatcs tile test after r (I r I- ) ttiiipilIill t4S "\ Stett beir developed towajrd that obrective. It

sv stentis have fariled~ Lsi the accurttlated ftni Is ti01t iS tar Jdaitced Int devellptuettr asisteautTean

lil test. olhe cart derive I point esirtate itti ll- SpaehtiiitC ('omtopitt h ill it tt'a\ be available as ani alternia-

tidence intervals; tor tIhma life of (lie svstei h tli~l S\t~~ Il ie I1
rliese st~iinsrrcal techniques lst) allow onte lto cr1-
cllAte 10iitiderICe itfervals tiir Nsystem leliabilit\ 2. Fault-tnlerance unethodolog . Matl\ lit tile itlittiqies

iir aiiyervett mrissionritlre . emttpttoyed in taittil-oeim ant ertiUrte desrert cani be extended
hiyOrlld tile Coorpir t irtlg sir\ St ittsl the .\SM spacec raft

.te ntirtitbel of s~ stems re~1iriied toll ie put "\'sterin. This has artreadx beett tterrtOrstrtett to a C.ltrtbletl
urtder test increases intlrlitlicallv \ ttli(lie reli- extent lt) \cars argo ii art ASM sitrd lit thre NASA lThirnwt-
abhility in) tire S 'sternl being testedI. Fnr111Cttttrto . electric Outer Planiets SpacecraftI (Ref. I10). Sotte oft file t~trlt
tile Validattiorr pitiblerir is -orrrpotndel liecaiise (ie toletarit cotnpirtig trrethrldologres that aIri be .ippled 1
cost oif ant individwal i.otpN of the ss sten alsoi spaccr-lrt are listed below:
irrcrearses remriarkably withi it, reliability .' I ) ('un-/id1 d(.iij'ii "I jailt scft Ili bothl dfltrll 1

*..applyrin. traitionarl literesrig technriques mipacecraft sytn t is roniloeltl ocu ti ISt it

imiplies inirrasonably high validation cotsts."atlail etr al odto-
(2) l'ulf-iltf-ccion ali'onuthos 1lollost L ir . 1II .t0t 1

Thle conclusion if thre NASA workshotp is that a riem valida- 'islislt tarirlts. it Is tlecess.rrs It) tletetillue file Ott'lhr

tronl rieitodolory is ret(urred for Latrll-tutlerarrr avionircs Mind 1rrSriS by. which thley are tfetoCto, Ili bt(t ,htti i
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nondigital subsystemns, this takes the form utf special (7) Resomurce management: In complex computing systems

sensing hardware. and software. and in spacecraft there is a resource management proib-

(3) aulteonainoent o smpliy fult ecovry n boh k associated with fault recovery. As ail attrition of

com11puters and spacecraft. it is necessary to design tiletnal aesou cat ccrse uc o fults heaining mus.ii
systemn so that thle spread of damnage Cale tIlkal aloct tfaoereorcsreanig
is minimized. Whenever possible, it is advan taucous
ito detect and contain faults at the lowest possible

level.

(4) 1/werarOlu iaut F51 ,)tfiu detc onil rt'jc~rN IV. Summary Observations
III :ontlputers is done in I hierarchic fashion. Rew:)%er\ Reductiori it space ,,,stew, vui.irabjlit% ani he alfichieed

MA\ he 11mplementedCL at variouLs systeml levelS depiCCtd- hIs oviU- thle ':oltrol opeIatil'l !MMI0TcI tini l~ t hail

lflC- 0110n thle origin ind ,eve!iIN Ot tile fault. This miethi- thle spacecrallt -l" kil *,Ii,,.ar ailt p~.lt Iniinrit-
0ot-diL J eal\ applies to spucec:ialtI S\sielns a, \sel!. Iir~ Iaaiis~rliiit I ) ncp ates 'i

Re bhaidi m, 'Jchwi,'I Reliailit> Ii d lie 'rinc fc, tatiir' 0iii peti ti 1w ett 'Wtee i~~

.ipi:.ahle lo .S spaced aft The conc:ept id ~% 1,t 111 ' j II L .i t Ii Cils Ie . ed ti La ahIit unI-CN~ lle('
elac - wichde"!;he' fle eltecfmivee (Ii. fiol 'mn)iA[.CIS h S ~phliesdst

ic en tlelitiiri. i'cx iipdIII )it oli n 1  iild *ie x i pliretarx 'p. 1ecrdlf dcci i
pie c JId spaecli aft%\tellis. F0

1
-.. 'WilS. 01 C\i1ifl'

j 't; 0! -. 1: 1)11 fiii ai or tlw'e t11iiesl~es. PII.
I ianltvardpcrirniance. niilcls ,if 111 niphil ut I c icAi ASM I i IceiA tie i

u iL ah in Current work 011 tile Valkatin 't' taiih- lciii c:jnt1hWie' ljut lltvc '11'c.1: teen Tillliririled. Ike '1kIiJi

lteart comV- lets wkill he a!pplic ahle rIl space'irt cij ee u oi tehlrlcal developiirirsw nut ic

Ns'rerlis. Fauitrleratit cilipil. tsAid ASM 1clteri te"d'Ll ul ASNI lie ate I I ) a tilt-tolerant dita
dhili make it nuici easier t verity Thle riteiw% 1i icste \ Teiad (-' . .i.iiuitl natett n
te tauil tecoxery neclrinis xxitlioiit Iriseittit toils ilt iel c Ike Jospen kc ii )nie ontrol oeal;

tWOhei sv stemt Tchniues toiand iesiilt, ,I C\pC il- cuL [li 11 il '-I' 'y 1 i irtaiiiitil itt, aSCS* essmen 111nt

ijlta testiriQ ot faiilt-tletartt clInIlPlterS Mlii 'he I sil theswlvli~ei. tilc .\SM capahilit-s can he miade
cosieabevalue to ASM spa-ec:iaft CtiLiisetsI. ,liiHle
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The ASM-Enhanced System

1.Candidate Design Requirements (3 t( .T/u I I spaccc'ra It s/ta iea ) rc itit it ii it P7ri aP

, 1,iciti s Ith tick stateo .,t -tl0-Ie It slij, cctt I vtn anIC1)m d JV* ti izhli it 'q kc , t i, i' s ut ', r ''t P i, i
,i LI It- (,, etIat it 'tini recsi ', I I w end I N 1w e - pi1ri,l, I t11 'Pt'tt iThl- ecquiem etti ' et''uc

Ilipiit theqle w,''Ct '!T 111t11ic *\11 lie the neecd lot colittntuus tilntil )I tieho~ ctt

cut I JSSUTI teu iuen t deselped t ,,iil this 1TjdN mil' ptitvwd The 10 '* [gute v sotttev.hat iitvali
hwee it the culd oft Illrtt,'nts. 1he perlo'riattc of

Ii III ir? jrt s'a, raft Iai,,' It, ! aftcr-, a )l/i I I)I Ilie entire SN Stemt shall he at a uiseftui level

thi p11ue"' he lfiJpaiL tttee (4) Pitcts A.u0l lihiltiChllllhr~f101 il h)

111" 10 1111' II C It~ 11 dkT JI 1, id t 1t eIicl , lie (i m - iSA rcid r d SIhIl V l m tioiira wil o i/, po-'li

AS% -1),hilti'. I'i'elt ' il N tcil crh i f, rwoapic Je,( , 1hIIii t At ler a peno~d 1 ailo, itt,'it

P3t0 C. Aln )teit(ui tI t is te,juited that the spceatand g ioind snjppon
tire is lie~ii, eseled pt lit All 11)0 tquned SUPPL)Tt Wuti:tiiits III thi1S

I it , I5/SpItii ral shall , 1', rii i i ''l a ier' 'up,, sstndl,i The funictiiNs Include (aI) dowlink I all
u,,'p 'ri ( , t~ar, 1 Iinl jr tip I,' tip, les wi/th )wIktra- stored tIltliellipce hltstsNt\ (h) uiplink of all data
dlio ,I '' pitrf- i trpap This, IN theC essene Ot anton''-O l,d (such as stat tables anid ephemeicris). (C)' Iedun-

pius ~ ~~11 ' ptat'p hesaceettj t will fiitIttt''t tittlil dattc% itataett, it antd I d) testing. Spcttkaiin ol

ur- ''mld suippott pis asaIladhlc ,,t ,)silIhle trolts the the drt I I I t it the Slippiiit win d o %%iS T milon 01
viewpi'jut ,,t the Iittind siipp~iti teatli. depenident lIIC 11ti0n1 WOuld he an uplink support
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period apprOXinralelV thle Same as that required f'or ilinctioiis. operating modes. and complexities to thle
tooti-ASNI spacecrtaft. spacecraft. Inese must also be chiecked out during thle

(~IAS.1 shiall not , hange thre dlesign fimL'n ofth sanme period. Following checkout, all autonomy

s/raeeraji. File imposition oft the reqluireitrentI requirements will apply.
ASM on a spacecraft development is fin addition ito (9) 7h/e spa'ecraft s/tall process and store all lonboard
TIT ission-irn posed requiremnt s. part IC uiAty tilie dsign1 nmanagement dlata requiredl br grouend suppjorI, and
ifetimne. ASM NI ill Imlpac t thle design muethtodologies. shall teleinetcr te dlata during t'e ground supyport

SuIch desin Issuies as depth of' iedunidaricy must take 1)eriods upont grountd contrand. 77ie capabili' vshall
tito) accokunt [lie raite at Which resour1ces ale used upl /tandlb- all necevsari data b(*r 0 moit/is NO matter
millh thle ASM d-sienf 'so ithat flie total lifetimle or how confident designers niay be oft thle naintettatie
tttean tltissioti dutatiori shall tnot he reduced. capability oft the spa,.ecrat. it \&ill he necessaiv toi

leave a iecord for ground support (anl audit tlail t.
W t .' .tl shall nt i hangr. thet plr'ii oamt t, )j the' sifat c'- Withiiout thitis in tot mlat toil. tle grouinrd support tn tic

Sra , or it,; pat/tad. All reqitetrierti plaiced uipotn tion cattnot evaluate [ile state ofl the spacecraft and
tl1C IllaC eCrat t dCVeloptIICet tot pertoirmarIC Of use the record oit' per torrrince to extend thle lifetitme
oitltei qpaceclIalt or payloads si114li not ic affect1ed of thle spacec:iati. develop o'r Implement ilteritatitve

t1 iIiOIeS IeIece ot' )iItll()LIS sp IC:Iaceu It ia IIlt e - opeliting nodes. or intpiove lItiture desigins.
Ilance. Th[le spacce rilt m ust Ile desiitne d to, proslj idePe.I.1sac(r hl rnpntamsact h
Hwloe pe;lottittc c~ok fit tile JhaltCte o! It t!CItiel t (1 rond "tit spa firals/tal tpprttit aol n esaey tof/

oi101IT! d con t I ) it to terac t ol. Sp chtic tld I I i'ra baind atteasmopr tis' J/tit'i Witl~e alli
spakCc'~itf ttiticttittls sti~it i-s llnjvjt hl. ely I'had (ol-tn~'me rtitt Wtdesta
e itied i ;ne fite itttl,Jtll% v llt'll2it11 ,oitcd n o c r that fecluires ittaiiitettaice activity ill

lle pet llfliallt,~ lhc tlill c...iliitoesponse t10 tailute vrptIns t isl tiptipian titat thle
~IC~l raC t ths I siett I.gttrd he ttivert tile opportirtits to review rite action

siriol tt-.SNIatnd ;o s'erif\, rite status and mode of tile spacecraft.
rcdl~ielltttts.Titus. a teletuet" rytressai~e iridicatine titat some

i
t
t ~ ~ ~ ~ ~ ~ ~ ~ ~ jcln t i!sar a:itl h //dS''5 i takett place Would be senit to) rite Levotnd

'it/rt it~t /hl ~~h~ttci 1 fl~t. Sit :ia tile finst pass over art appropit ie grotind Station.

t-fuii if,:/: an-I ; 'rti( tWar Ual r~. ( l lito i\pe ill sita iay he coded It ilte usci dia~

/O',ri ~[li Ntil To a c \~ i~i'I>IlI '1)h ll :ttarttr at tile uto1ittd s u1purt Statitttt.
I/l tl~' j>.~ cr~t pc i'nalc e suts ttSettutit-, )I iI, tiessace dJoes riot ibusti tlie ohltea-

-t''ell i p non. r. 1 V ;a 'l C 't O -I t t ile spacectiii t, ictait tlie datai lor the

I l 11 i io11' Il 1 tIIt 1,' 1'' ' c . MtAN 11tttttIl perto1d, and tol con itticu it) operate ill all

''ic'17 1,'!:;1 .!!; I J %trItJI texels Ithe IIaiiotomwi irattie tui the established periods.
ti.tti> ilii hx' Il!IMlt ii. Hr that. tIt I 7o Pi t, a stqt,'sN~j,rt s/hal/ /o a//-i, m0oerrid' ASt!

'I 1 ! i l C i1c ' ; l i i r K l( c ' ~t i l t ' ) , it I l la n a g c ' r n : a ( t ' l i t h ' . bI r I ti c i t s t c m n a n d t i t , ,' ; i b
thle tI JluresI r. '. Whor I-C)fle 1 ullpltetItCII i i t iled I svrterui. Wittile tite ASNI spacecraf't shall ditae tile
%w;hl he odltiith itl fits% illiltllt (t ii' Ih~ I bill' to pcitlltm tedundarle\ ttagletei fit ie

S i )'Tilpl)( IT taI:ll ItIes Wt1Itit ' ll Illl Ill-k 1 11i1p presnce , ir a11'pparent I till 0f ilohlitrll. It ts ieces-

'Ills L 1i 1t slWl 1 XWlttuOliJ l iti tea l ltt1t11t0 ieosk I~ar\ that tile 11i1t111i1e cotttol 0'ei thlese iiIritioti he
thn, ie Jeftc''tlil itul c ier pettiod :art Ne m~taiieci at tihe iuroltd. arid that Tic spaeefi~i

esellpteCd troti lh!s flillelleitr. sha11 llallow tilt gloltid Commttunticationt that oetie

anid cart) te5etsc tile prior decrsioits ot thlt ASM t t1ot-
IN I ' I iwit /ii k. 1c .I1tI s,'i rat/ s/ta// i!, torts. Thie capaiitx, is necessary, so that tue IsNtc

I/troiii a ~ /, , It-orli,~ /hu'ckoi.' ill/l iliiali-l Nill be able to) teeuver frittri such lear irnul ciii

t Itl oj ilt atOW ,jlutil U.S I/t f d a iiot/ira/i/'j (IT],e tf11tites is, rtrtsdiaeood piuibieris kit dciw
s In.1.11 Ipat Iltr' illulityn I 'iqlletitcit l'im I ith, (ir sa'. tin talied1 contlptrltctt is " lit e

'c ic IC! alipplied to) ile opffriioiili pettidl ts Imhck itito fle CotitiLnirt t5rttr

' tr.rci whttis dectited liihe tt Litli oowtttg tile 'spaICCeifIt tltileite itodes of ttircitttiig Inta\h
hie ,ii O~hi cltckitri perid Ill tile ,he,,kwif period. I1il/e'c Ill rmake use oft partial capabilities ii :om~po
ltlillitetitllice Will he' 11nder etilmrtidl ottti. Wili tewts, Ili telis of a luitrical decision tre, rite

,1itiliiltt1 ,lip:iIItlesC, it1t1td Ii1 mi itt IS, ilpprot utotirvid suippirt personnel shrall irccups tile top level
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(12) 7he source of last resort Jo~r Jault isolation and rt'roi.- capacity. file ground segment will have tire ultimate autlrrt>
erv shall be tire ground supp~lort. The ASM spacecraft and resporisihilitv inl all situations,. As total reduction in
shall be designed to recognize when it has been g ronrd Coio i l nit icui at tie tmine. a niansiii or phaise
unahle to isolate, remlove, and recover performance will be required. This phase will enable ( I )infligh t mneasurle-
following a f'ault. When this Occurs, the spacecraf't mients ofl efeciivens for ASM oS ci a dri ele set it opel atini:

shall take action to protect itself' fromi self-injury or condiliorts. (2) the development Of Utideistatidahle and pie-
dissipation oh' resources (such as anr engine hiring limit dictahblIe ASM operaitions anld I,; srIril~re ,IIIIuII s ONNIrpI
:cle tchat would c01iiSUtnle propellanlt . an d await bothI ASNI and ni inASM i per i t ioia spa:e ci At

grounld intervention.-
Thre increase inl spa~eccratt autonom\ will mnean anl iincrease

Satisfyvine these deii req1uiremients impjlies the movementl~i\i ~r pccit hleti ri aeii onplexity 111st1 1to1 rirr(oduce :AtA 11ti111ic ihires,0 e"I c IC Ire
Of thle Control of' routine mainitetnance operations trou tile payload perhor marice. it w~ill tend III Increajse tile 1prce0 rarr
ground to the spacecraf't. Thie ground segmient will assumiie a mass, pilsker coisumlptioin and ltal coiGi'~cr the 11,:

- ~~supervisory role. a:lw ays inainraining tire abilit> to overi idekwee iLuitiaidpjce tjns-
*ASNI actions. but allowing thre spacecraf-t ito initially handle -lolhklsi:einiN eeclh~e ,ianil

its iwli mint enanrce h'unc tions. Thle space seenrt . oi tire dseiLjslta SIehndpie:~t
lither hand, will become m o icodm plcex due to rthe added P-e - olulpil SN i "'
liperatilns it mrust perh'Orm. incliidintg onbiard niavigationi Pie oiirr~ir S ' tt~
(elimlinating the rieed f'or routine Uplink) arid I'ault detection, MaIss itirlxci ASM It il
isolationt, anld recovery - To handle these added operai ons.

f'ault-tolerant data prorcessing subsystemr arid ar aritoioirors (o" 111si ,1 .\r.ai Sl 10 o itfe-

navigation sulisystent will be required, -Fle mrajor berreti ts it cost

ASNI woulld their include: (I ) reduced sy steimvlrtabli
because it is nil longer deperndenrt upon tlire girunid sialiril

orposileicoret omadsbyoprlliv al Ill. A Hierarchical Description of the
(2Iaster recovery truim failures (seconrds irtstcad it hlti )I Space Segment

Piissiblv days) because recolvery prlrceduires would Sl I
immirediately upon f'ault detectinir. le toliliwine' sciiirsI descr be MI l tie Stud\ rcprt

relIieve %o,11 be tire Imupaci (itf AS nI lii aeeiralied spacecrafti
s\se.Itt ithese desci ipri-ors. tire tirllow111 ihi srinipt ions ravioe

1I. Impact on the Ground and
Space Segments ~lI lirle ASNI requiiremnt is adided to a Ile%% Nrpa1e1;,IIt

Soine exarmples of' iipcratiorrs arid rrairrrerarrce IutitoiNs 2 - elrooisiilb ialbe
rai~t presently are accomrplishred Iry tire gitird segrieri t but

with ASNI will Ire accomirplishred by tlie spacecraft. IincIlude C31 Pix 0lr IS treated isa sbs ten except tlot riser li

I tit~e/oitig o~lial(LS 4) As liigas rrrrNSsorr objectives are mret. riirrt)I .hl'
()Thermal cirritriol loopih craft fIirr11ctrotsIi rl e itrerrrupred ditjile 'ei rCrrrr1 ajUli

(3 ) Poiwer miartageminern trcivr ricdre

14) [ant inomirrii/risola tiirr A. System Architecture
I(S ) Fmiilt toileranit ciittiptiiirr5 srserrr archticttirle evolves I oilr thre rrrrssrolrrelitrriir

te. tll (it A (lgtil1 s\ysterjinlte Ilierarclrical riperatirig_ s\ steni

17) 1 oad switchingrre fie systIerir trust trid"Ictirrisl Aflliic.tte tireale resourcesj

(8 1redarr isMd. ruponr coirrtiird. rmust repiir all ,\SM ictiotns (rtror 11ding
(X) lretidanal> sisparailril Il(ita) to irte cotiri iperaruiirt ceniter - [tril> -\ it

rilrui also insurle its o%\ ii tieit htIrlij selt-diacriosis) m)
A redurctioni itt ground cirrul activity cani clearl Ire seen Nt thiat iior ~CCi J'( 1 r1it Irllfiiii ti lick-orn nuldes are
shourtld Ire remremrbered. however. that in its stipervisiy eliftiiarelL
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Ali examiple of' a system architecture that could be used for should he undertaken) as oine of thle first fisks of an ASNI
ASM is shown in Fig. 3. This is characterized by both distrib- development program.
uted and central processing system attributes. Efficient mnan-
agemnent of' thle spacecraft resources based upon preSpecit'ied Winclever arch~itecture is choseni. the studs group helieves
algior ithnms require centra lizat ioni o f't hig-ievel dec isi on making. tihat a 1 :ive red* tault protection scheme should he used.

Th1iS woulId he accomitpshed bN a fault-i olera it processor. eia hlimgi taul iatt tat the l ow ii t.est pi s%ibtle levyel to

serving as the spacecrafit centiral controiler. augimeniited by it in ro i/c subhstetir iter de pen denlcies resu ili[I n fro fiit it

piocessors ~ ~ ~ lctdieaho'ft-sbyemas appropriate. propagationi (Iticludine data cotititiilitoii. Thbis tault pio.

InI addition to tile new subsystetns alreadN mlentioned. the ICetitI0 SCIretric is illus~trated ir Frg. 4. 11i tisl, schtemre. irdmsd-
arch it ire should also accomimnoda te additional nission- 11,1 I S SI CIII .Utidci s steiti contiol. will diactroseloa
unique su)sy-Stenis. failures aird take cot rective actioni. Ambiguous prohicirs result-

Ing fromt failures witi tile interfaccs hetweerisb ten
wiil requite diagnostic totiiles and hardware it) piti-poittt tile

The s% stell- architecture example described above is one of' fai1lure. Sotric unresolved s stein issues include tire pm hietis of

several possible architectures for irl ASIN spacecraft. While a transients, fLske falilure alrs. mlleII faultIs. Atid faLtsII

dICmilCL i1VnvestiatrOnl of (Ile various architectures w as iiot a (Il te fal-oeatctttipuimlrru s>se n n tire S\ stern

part Of fil study,% tire participants believe thai such atn effort ihis been desiglied. Test arid validaioin procedures must he

F IRQRSQSEXISTING

K __~~ ~SUBSYSTEMS
COMMUNICATIONS COMMUNICATIONS
MICROPROCESSOR SUBSYSTEM j

FOEALT I TLMETRY AND TELMRY AID
TOLEANT ATAHANDINGDATA HANDLING

CENTRAL 0 B
FAULT COMPTER ICROPROCESSOR SUSSTEM

TOLERANT ___ ----- J--- -

CENTRAL_ _

COMPUTER ATTITUDE AND ATTITUDE AND
SOFTWAR ARTICULATION ARTICULATION

CONTROL CONTROL
LMICROPROCESSOR I SUBSYSTEM

ADDED- __

SUBSYSTEMS r -

NAVIGATION NAVIGATION . PROPULSION PROPULSION

SUBSYSTEM MICROPROCESSOR MICROPROCESSOR SUBSYSTEM

POWE R POWER
TM

ICROPROCESSORj SUBSYSTEM

DATA -_____________________PAYLOAD PAYLOAD
STORAGE MCORCSO USSE

MIUOPOSYSOSSUSYTM

THERM4AL7
THERMAAL CONTROL CONTROL
MICROPROCESSOR SUBSYSTEM-

PPU(ZE. ING SUJBSYSTEM -

Fig. 3. Example of a syatern architecture for ASM spacecraft
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formulated. Finally, there should be a demonstration progiam
showing that (he requirements for ASNI are met without coin-

promising either tle mission litetime or payload performlance.

FAULT B. Subsystem Impact
PROTECTION

SYSTEM LOOGC ASM will affect the traditional subsystems (altitude and

articulation control, power, telemetry and data handling.

payload. communications, propulsion, and thermal control)
by requiring that they add the capability of diagnosing and
handling their own faults. The (oticeptual design requitenents

imposed on the ASMI Npacecraft1. IlowCer, necessitate the
potential addition of two new subsystenis. These include a
fauli-toleriant data processing subsystem and an atif)rtomLIouS

SENSE RESPONSE navigation subsystem.

The need (o integrate independent subsystems witlh indi-

vidual processing requiremenis into a control hierai c f the

purpose of managing and reporting fault-protection leads to a
requirement for a fault-tlerani data processing sobsysteni.

FAULT Because of the potential for power-interrupt tailure inodes.
SUBSYSTEM PROTECTION this subWsstemn mnLuSt inlclude lmited nonvolatile hackup ineim-LOGIC

ory resources for selected critical program and data storage.

The requirelnlent fo six i1onlts O unattended operations
- necessitates an autonomous iavieatioi capabiliir. The prob-

lems of vehicle position and velocity are dependeri upon mis-
sion requirementS for attitude control and potiting. It irvolves
the characteriza lol (i odelinv') of coniplex eravilational

SENSE RESPONSE fields, including the effects of Earth figute and niultihod\
(Earth. Moon. Sun) interactions thai perturb the %ehicle posi-
tlion and velocity. As attitude control reqirenLtett-, beconle
more sringent, more precise niodels and advaticcd sensors

FAULT permilln real-tine drag accelera, i0 teasiretttets will be
PROTECTION required to complement ex.stitng ,nettial measurementi devices
OGIC RESPONSE and celestial sensors.

MODULE
SENSE Finally, lie requirements for a six-month audit trail and

FAULT on iboard trend nahysts to perriit fault prediction and prolec-

- tiofi necessitates storage and manipulation of , lagCe volume of
data. Without ground links, the studyv participat.is believe
additional data storage capabilities, coupled thilough the data

Fig. 4. "Layered" architecture of fault processing letwot k to tie other spacectraft subsysteins, will be iteeded.
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Implementation Plan

I. Introduction A. Purpose

This section, together with the Research Agenda of the The purpose of the plan is to recommend a coordinated set
next section. describes tile study participants' recommended of developments that will give industry a demonstrated capa-

plan of atTack to Slve tile problem that prompted the ASM bility to build al ASM spacecraft. and hence, enable tile Air
study: to satisfy the requirement for spacecraft readiness in lorce to change froin giound-dependent ho ,iutononlous

tie face of the loss of ground stations. In contrast with the operational spacecraft by 1989.
Research Agenda that addresses medium- and long-range
acadenic research for an advanced ASM system of tle 1990s, B. Goals
this section focuses on tile near-term (next five years) indus- The goals of file plan are:

trial technology development and. most importantly. the
earliest possible system-level, proof-of-concept demonstration. (I) To develop an ASM tecllnology and apply it as early as
The plan stiesses delivery of "product" in a steady stream possible to existing programs. especiil\ DMSP. DSP.
fronm subsystems to a complete system for the System Program GPS, and DSCS IIl.
Offices' consideration and introduction into flight programs. (2) To develop, by 1985, a demonstrated industrial capa-
In this sense, the plan is a technology program that is managed bility to produce autonomous spacecraft. so that the
like a project. with focused goals and milestones to be met. first operational launch may take place by lt)5',

While there is no provision fc r a fligh t demonstration in this
plan, a definite goal has been to provide a progran that will C. Approach
generate continuous ASM technology "fall-out," which can be
utilized in ongoing programs and in design block changes. The approach taken in preparing the plan call be summa-

rized in tile following points:

The program described below is preliminary: fthe limited I) Involve as tany relevant governmental atd industitaI
res ources of tile study precluded a detailed program develop- organizations as possible. This will create a broad base
ament and cost estimate. However. tile study pai ticipants feel of ASM experience, design. and methods.
tle proposed plan described contains "he essentials of' a
workable program needed to meet tile future requirements (2) In supl ort of the first goal, begin work with existing
of the Air force, subsystem designs: ASM implications and problems
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must be characterized, designs and breadboards must integration, test, and demonstration of the ASM system will

be modified, and results demonstrated early, be performed. Task 3 is a five-year applications effort required

to develop new well-defined subsystem technologies. Task 4,
(3) In support of the second goal. begin work on a parallel through CY85, is performing the basic research for a "second-

system-level analysis, design. and hardware program generation" ASM system as mentioned earlier.
leading to a proof-of-concept demonstration.

(4) Use as much available hardware as possible. Develop III. Task Descriptions
and build as little new equipment as possible to meet
requirements. Acquire engineering test models of The layout of the entire program is showi, in more detail in
actual and/or representative systems/subsystems of Air Fig. 5. In the view of the study participants, the plan repre-
Force satellites. sents the best method of addressing the urgency of obtaining

an ASM readiness, given the available resources. The relative
(5) Focus on ASM-required changes only: design life and times needed to accomplish the objectives are shown: reduced

performance advancements not needed for ASM should funding or delays in program start-up will result in coumen-
not be pursued. surate delays in completing the tasks described below.

(6) Hold frequent reviews and conferences for technical
information exchange with all concerned industrial, A. Task 1: Existing Subsystem Redesign to ASM
academic, and government organizations. The first task is a 24-month effort to characterize the sub-

systems involved with ASM. redesign the breadboards. check-
II. General Plan Description out subsystem ASM functions. and provide measures ot

capability required to accommodate ASM. These measures wil

The study participants recommend that the program con- be in such terms as memory si/e and throughput. Because the

sist of four major elements, prefaced by a three-month start-up subsystems are well known, it is felt that m1odifying them to
period: first, an activity addressing existing programs at the include ASNI features will be the quickest and most cosl-

subsystem level, producing demonstration products within two effective way to size the challenge early and to incoyorate

years: second, a system-level project addressing ASM-enhanced some ASM capability into the spacecralt. When success"till%
Air Force programs with proof-of-concept int five years: third. demonstrated. the System Program Offices could consider
applications research directed at filling technological gaps: and them for olperalional use.
fourth, an advanced system development, aimed at tihe 1990s.
to provide anr opportunity for unconstrained research to It is expected tlm much of the design wtik, and perhlp_,

expand capabilities beyond the foreseeable tu ture. These the breadboards, would be important to the lak 2e'ffort.

elements are dentoted as Tasks I , 2, 3, and 4. respectively. The and heavy interaction between tasks should be anticipated.

advanced systems development, Task 4. is identified for coni- Tile subsystems to be studied are (ranked h% their ASM

pleteness, but because its products would niot meet the 19)Q importance): attitude and articulation cotitrol poset. !elem-
launch requirement, resources are not identified. The Research etry aiid data handling (including tape recorders). paload.
Agenda elaborates Task 4. co|munications, propulsion, and thermal control. .ltucrtie

arid mechanical devices are not included because their design

A getietal view of the plan is shown in Fig. , in whicth the is little impacted by ASM requirements. It is iecmnnetded

arrows indicate typical ptinis of teclhinology transfer between that two contractors perforti oil each subs, steni 'o gain i

tasks to the System Prograui Offices. All tasks start at the diversit:, of experience for contractor and progratm applica-

beginning of ('Y8I to allow program definition and start-Lip to tioi. As no two designs are the same, additiotal infotlmation

take place in the first three montls of FY81 I. Task I is a will be g ited from this approach to broaden the data base.
two-year activity that assesses increased fault detectioi,

isolaton, and recovery tor existing subsyslens. Design changes The first six months is spent on design study. The subs3 s-

will be made and breadboard units will be modified to test tei's fault characteristics will be examined, arid the fault

ASM capabilities and benefits. Task 2 is a 5-year activity that detection. isolation, arid recovery techniques will be devel-

includes a ttp-LlOwn system developmernt and the necessary oped. The hierarchical assignment of fault recovery between

new subsystem technology developments required for ASM. A faults totally handled within tile subsystem and those "passed

pre-Phase A effort is required to prepare a procurement speci- on" to tire system for action, will be developed. Evaluation of

tication and t) select tire comtractor for both Task 2 arid tire reliability of sensors arid switching, whiclh are essential to
Task 3. In Phase A, tire mission requirements and spacecraft "error free" ASM. will be done. Changes in design techniques,

design will be established. while in Phase B. the fabrication, instrurnleritation, and associated software or firmware as well
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MILESTONES CY81 CY82 CY83 iCY&4 CY CY86

TASK 1: EXISTING SUBSYSTEMS TO ASM

DESIGN STUDIES

DETAIED DSIGNSUBSYSTEM DEMONSTRATION COMPLETE
MODIFY BREADBOARDS/ SUPPORT EQUIPMENT

TS CHECKOUT/rEST CRITICAL DESIGN REVIEW I

..................... IE SYSTEM TEST REQUIREMENTS REVIEW
CONTRACTOR SELECTIONPRLMNYDEINEVW
MISSION, OPERATIONS, AND SPACECRAFT REQUIREMENTS

A ASM SYSTEM DESIGN
SYSTEM DOCUMENTATION AND TEST REQUIREMENTS
SUBSYSTEM REDESIGN....

* SUBSYSTEM BREADBOARD FABRICATiON/TESi EIE

TEST FACILITY PREPARATIONSYTMET

SYSTEM INTEGRATION 
... .

* PROOF OF CONCEPT TEST
TASK 3: APPLICATIONS RESEARCH PROOF OF CONCEPT

* CONCEPTUAL DESIGN ACCEPTANCE REVIEW

BREADBOARD AND TEST
PROTOTYPE AND QUALIFY
TECHNICAL EXCHANGE CONFERENCE

TASK 4: ADVANCED SYSTEM DEVELOPMENT
SUPPORTING, BASIC RESEARCH J

Fig. 5. Autonomous spacecraft maintenance program

as thie lidwaie Will he coveredi Ani assssment Will he m1ade ats B. Task 2: ASM System Demonstration
to whfat henetits accrueC Ill reduIcd eroIkund iitenIanIC0 w&ith hsscn eoineddts Nafv
the recittfIeided ASNI c~iaailitie ill 11h0 sUhNs stems. Inlie 1i1ei10li t i ts i lv- eat acI it thuj\ ll

ilext tiiie-iimih period, detailed desnin takes plac. lgo- eisi 5senlvldtitsrtoi0 SI ti ad't

rihitus lot ASI will he defied, coded. and( dehuticeed. I lard- e uiltisaIpcltthipoecuihtbehtIinaedt
ssae mditcaiots .tidsi~sS~iechtics 's il e mde S I lie N\ Iettt test ,I a prlototype spiceclIatt Wilit lo light1 lliaid-aand built.e Thel asittpii isde maetAtteStiidetoi

desien,1 fealtures mas.1 he ut11ileietit iiil httclestiri fa1hio 31,1111111I o3 ha iedmn

f~t in Ihis exei else otls filie sujhN\ 31tetu un1der test will he fault \11Ititto %\ Ill he aclesed hs apphs tie As. I- ttle mission301.
suchl as PSI'. l)NMSI. ki (A'S. hutt tile extetsitt ot tis AS'1

iolra .tecltnoloeii to all ..%i [otee mnissions %%ill be anl actise desicit

Inl the last tear oft flie porm.the hteadhotd )I ell',, sliaiol Thle teviews ate (tspica. kvith ontl% thle S.\steinl

nleerlitie test nmodels and associated suppolt eqiittiill h e Tes Reuitetuiltett h)mt thes Ptotoil.TI'lce Acieptatice
titodifiedl Ito ItIcide !hw .\.SM\ t0feauie.. atid thltet tested. Thle R~sshit tilet hspua lepae l ia

testitIIe Will be a rico01lu CXecis:itieh Ot t1te fault-jotoCes as \tsell: S.s tentis attlilvsis attd Neuitttt teail. s wll)

logc \ 11t1ctin 1o t all1 t ples ofuts [11lie testing ill proCid

spec1iic vaJld nteas)iireS Of .S petotaic aiddesiei negaioiitdtet

reLlUiretnetits I in : uc tertIts ,is tljefttqt% reqiutttetttetit. sp~eed.
a11d recovers ioitti sliilt call he itili/ed b\ various pro0- Thte aisssatid jefnet 11\s al1%t poceeds duinitite

:rarti oltices as applrpt ate ill thli uLoing onrlnew propriltls. Secondjt eC~l Aitd CItlt)ItjNat 11 itlie I'eiiiti~ ~setRes e%\
kt. itlitthe pi odutitl of tilie Nlisstot atnd Stistent ReqiuiitCIiCItis

At thle cutiliimot of Task I . imipacts of ASM will be clearl!, dolilttetil. [lie actIivtw\ tttldes mt11Sson Impacts. rcvt

established. Fault cltdaaCfe Will be uTIIderStood. 110V Sells('[ stiates. deviadattlolt ploliles. anid dla rellnl stiatees as

anid switlthiti ltclitoloes iIll emierge. software and hardware faiths occur 'li eallitlv and risk ,itals ses. opeciationl antabs Os

Will be sIed to do thle oh;. algorithmlls for haildlitg taits will wrili ASNI. ligltt giound tadkeotts. spaccalt ss seti tiilt

be chec:ked out.q inans stent Issues will he discovered fin) allal sis. deVeliptemff (thle "hiered" falult pitletomt sistett

resoluition fi Task 2. anid finally. tile Svstemt Progtaiit Offices aICile I tile. fait detectrti.l Isolation. and recovers at rte 55

will have ant opportunity ito assess ASM applicahmlits at the lent level. pay load Interaction with \SM. anid In-flight 1niaviga-

siihsystettt level. t tilt reti 10CIlts geltet al ton.
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The ASM system design occurs during the second and third ful, ASM will be demonstrated as a viable, iniplementablk
year. culminating at the Critical Design Review. The design technology.
team will study alternate design approaches; allocate functions
between hardware, firmware, and software, study distribted C. Task 3: Applications Research
vs central computing, analyze perforance" write specifia- Task 3 is a new technology research and development
firns and have tihe usual heavy- systent,/subsystern interaction activity of five years duration that addresses known gaps at
onl design (including Task I Personnel). The key product will the subsystem level. Two are currently identified a dis-
be the Spacecraft System Specification, available at thle Criti- tributed fault-tolerant data processor with a nonvolatile corn-
cal Design Review. Another important part of this period is puter backup nielllory, and an autlonotrlous nav"igatll rn lsub-
the system test requirements to be imposed. Tile design nost system. Figure 5 shows the development schedule t.,r these
allov access for fault injections during test. which may not be items. It is expected that the breadboards for these subsvstetrts
easy to implement. The System Test Requirerents Review would be used in tile system proof of concept. If nt avail-
will address adequacy of testing to prove that ASM has a able, appropriate sirulators/erulators would have to be
tlight-ready capability, provided. Resources for in-flight navigation are no included

here because it is assumed that currently-funded prograrns
The fourth and fifth years Of tire ASM system activity' will elsewhere call be expected It produce the needed breadboaid

be used to redesign, fabricate, and test the subsystems, and in 1983.
then integrate them and test the systen for proof of concept.
Where possible, the subsystens fron Task I will be used, but D. Task 4: Advanced ASM System Development
modifications will still have to be made to integrate theni into
tIre overall system design. Redesign. fabrication, and test As mentioned earlier. this effort is comprised of tie Re-
should take I5 nonths. The subsystems will be delivered to search Agenda of tire next section. Tile products of that
systeim test at I rmonths into tie project. research will fold into tIe "second-generation" ASNI system of

the 1990s.

TIre test facility preparation starts at tile beginning of tile
fourth year. and must be completed by subsystem deliver. Program Cost Estimate
Support equipment irust be designed or modified as needed. A budgetary cost estimate for Tasks I. 2. and 3 is shown it
It niust be determined how rile fault inijection and testing will Table 7. Tbis does not include funds for tie developntent of
be done for proof-of-concept testing. In addition to the differ- tile autnonous navigation capability. which is assurmed to be
ent states that the facility will have to test. it must also be able handled in another program. These figures should be con-
to sirtlulate the power source. thrusters, spacecraft dynariics. sidered only an estimate for several reasons. First, the cost lf

and tiechanical devices, developing the new technology is not well known. Second. a
specific mission application has not been assumed, and so

Finally. system integration begins at 48 nonlis, and proof- candidate spacecraft could not be assumed. Finally. substanti-
of-concept testing begins at 54 months. The systeni-leve proof atring data was not provided by the individual participants.
of concept will be a full electrical demonstration of the ASM For these reasons, a more definitive cost study should be per-system , under the test conditions already mentioned. Testing formed in the initial phases of tile activity.

will be performed it a Iaboratory antbient environment.

lhmoughout tile program, attention will be paid to any IV. Summary
spacecraft blhck changes to ongoing programs that riay pro. The Implementation Plan presented here, in tile w of tile
vide an early opportunity for ASM application. Block changes study participants, represents a balanced, focused attack oni
will not necessarily affect the ASNI system demonstration tile Air Force's spacecraft maintenance problems. System, stb-
project. but if one occurs at an opportune time, sormie of the system, and new technology elemlents are all pursued at a level
system development niay be directed toward it. sized to the difficulty of the specific ASM challenge while

recognizing tile needs for early derionstrable results for ott-
The Proof-of-Concept Acceptance Review is tile final mile- going operational programs. The above described implemnenta-

stone in the system activity. Test results would be examined tion plan is recommended by study participants as the basis
for validity and completeness. and it tile review is success- for tile Air Force's ASM program.
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Table 7. ASM program resource estimate

Programn rL.,our~c%. Skj

LIkProeraill clerment 0 81 (Y82 (AY83 (Y H4 (A'85 votls

rvcqen Io ASM

2 ASM \ ,leni dcsmin' 501w 4.50i0 7.50 7.51)(1 3.11(1( 23.0(10

Apphlicdiuns r.'.mirdh 6o0 WOI 1.31, 2.,00( 1,2tw f'.2(w1

I ou!' 4.000 h,bU(I 9.600( 9.8001 4,2w11 36.4)11

A1 olttrj~t,,r otsonl\ Al proucurenct and m nimnnm :ost' n mn in ded. .aunonioun nJ\mgJtImun deOCIOprtMcnIt 01 mIndded
I wurCmteire I N 80 dollar,

"I% t on t rAmL t or' INC ~I lb\% NtC Itl .ms'Uijled-
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Research Agenda

I. Introduction It is expected that fault tolerance will be an important
attribute of VLSI design because of tile problems of transient
faults and testability. The very high complexity of large VLSI

A research program to support the development of auto- systems is expected to result in transient faults every tew
mated spacecraft maintenance nust focus oil tile most critical minutes. or every few hours. Current experience indicates a
pro lems expected in that development. A major challenge is transient error rate itt LSI memory of one errol pei hour pcI
to channel a great deal of fault-tolerance expertise, developed million bits. ',en if tills late is reduced an order o1 magnitude.
for other applications, into work that will specifically benefit impaired operation will occur unless the spacecraft system is
the space program. Fortunately. most of' the ASM spacecraft designed to delect and recover automaticall) fioma these fault
problems ire shared by many other applications (e.g.. process conditions. The problem i' of toroughly testing complex VLSI
control, avionics, and robotics) and are sufficiently general in ciciIts has only recently been recognized. NIany existing
scope to be of considerable interest to the academic coi- devices are essentially untestable and design faults are Uncov-
inunity. This proposed Research Agenda is orgati/ed around ered in ile field aftei prolonged usage. Since the onl% access to

specific spacecraft development problems. Al underlying a tinished device is thtough a lmited numbe of pins, it
cause of most of these problems is increasing complexil. becomes nearly impossible to exercise all internal states of a
The basic motive force is rapidly expanding capailities of I-SI device cotitanlrg thousands of t ansistors. Test able design
and VLSI technology. Until very recently, satellites contained methodologie, have been recognti/ed as a high-piority tesearch
a few hundred to a tew thousand integraled circuits. Fach proiblem in Industr, and Is even more critical for space appl-
integrated circuit contained a few gates or registers. and the cationts.

collection of integrated circuits were combined to fom a
system. We will soon fly single VLSI chips that contain thou- NeA and laigel\, unexplored problems ale expected at tile
sands of' gates and memory cells such that each chip is itself a system architectiure level oi space systenls. Prolifeialion ot
complex subsystem iii a tiny package. This can iesut Iin ani speciali/ed incitelecttnic controllers ill spacecaftl sub-
enormous increa se in functional capabilities In1 s,ltelliles systems wkill lead itt mle complex c ooperation between sub-
()nboard navigation. very-high-perfOrmance signal processing, sysleins, between file spacecraft and ground. and petrhaps
threat evasion, pattern recognition, and a Ist of other capa- between different spacecraft. (onsequently, the sysiem
bilifies will become feasible. organi/.ation. software, and fault-tttletant aspects of space-
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craft will have to become correspondingly more complex. A spares, thle use of on-chip redundancy miay greatly improve
hierarchy of' computing processes is envisioned. This implies chip reliability and system life.
more onboard monitoring circuitry to detect faults before
errors propagate through the systemn, making diagnosis anid B. Architecture of Advanced ASM Systems
recovery extremely difftcult. Automatic trend analysis may be Ti raicue h adaeai otaeognzto

emplyedto ecor an dicove ne eror pttensand to achieve fault tolerance in highly complex ASM spacecraft.
heuristic recovery aigorithms may be required to recover from This work must take into account the trend toward prolifera-

unantcipaed falts.tion of computers in spacecraft subsystems, anid it should be
IllSumary thre xis a aretyof eserchares tat re directed toward future space systems in which dozens of dis-

icn summarybthere exist appvaiity , rsarh aressenialtoar tributed computers may be used. It should address the impacts
ric inbot sustace nd pplcablit, ad ae esenialto of VLSI fin spacecraft architecture, performance. anid ASNI
the eveopmnt o fuurespac s~tefis.capability- It is expected to support ASM spacecraft develop-

in beyond 1990.

11. Reserch PlanTo effectively involve thle academic comnlltity in space-

Recogniimng that resources are limited. the following re- craf't system research, it will probably be necessary fori thre
search plan is broken Into five areas that are essential to fuLture USAF to develop a set of' st rawmian sy'stem requirents.
ASNI devel opmlent: 0 ) VLSI tchnology. (2) archlitiec ture of' MIost membn ers of' tile a cadeic cornintIinit y are not famnilar1
advanced ASNI systems. (3) software tault toleranice. (4) mod- Withi tire unique problemils oft space Systemis (e.g.. Power.

efl~c .111dt anl sis. artid (5) supporting devel rpmeti t. In rillns wegt volumie. uplinik atid downtlinik. inlstrummeints. testability,.
of :Iriticality. tiieN are listed fit descendinig order. Subsystem commtiantd illtfaces and subsystem operatiotn). Titus careful
technlologny atnd especially related VLSI issues mo11st ble resolved probletti defintitiotn Is requDid to focus th1is work toward real

no matter what architecture is choseti. Ant utiderstatiditie of S-p- prIoblems. Such Strawman etirs might include a robot
s\ sreni architecltlire is nlecessary tol make miodelitig anid analysts for itt-spalce aIssemll'. ort a Satellite thfat must corlelte 'Ittd

Inot e useful atnd relevant,. make decistotns oil miultiple senrsor ilpUts.

Tire follow ine arclirtecttral tasks tre irihl\. rinlatcd
A. VLSI Technology (e.l~rsaeai prttgssetssuis1 tdlicrt't

les ting of L SI devices is, a seriomis anid expensive proLiblem I ft ~ Ietil t rite tcli artg ocf in toinialio n bet weelt vi iips kolk -

fin crient spacecraf't. It will bec a critical issue it ASNI sstetls t1 lt l Of. thieiA~ ale Ve tril11)01tawt. A series of wotkshlrop thight

becuseit s lecesar\ to detect faults very qjuickly aftertiet bonsuhtrcatst.
occur renrce. soi that aU t 011011ous recovery tiecita ittsins cal airolviu akSh~ enieiid iaI111l
re'store rile spacecraft ito nornial operation with iiititail dis- lr olwtglik aebe dniid( rgtrio
ruptiont of pet(rrmsirice. This research area has two cotilpol- N1ttietN. (2) operatrttg s\ stettis Iot llrtc hierarchAic spalce ~
ietS: (I t )Self-testint- VLSI. aid (2') ottl-dipI reduIdIarIC\ . teiti. (3) iccov.ety 1b proiblemt sokt inL! (4) t.iiii t~ ltcitt? C

II-vei p ittetr i

1.Seif-testine VLSI, The lirst erial of thiis cOtrpOnlellIS
to develop filet itodiloces toi desigti VLSI drips thrat aire tIde N II,- 1k, I an 3 tId il ie tiled ito dcotlo, -r ICt

I)tiiorouclii testable prioir to norniail ipcratioti. atid ( 2) Self- rIchcirodel Iof t pe drstrrbuted Iritclions iin ASNI spac:e
clieckire . A lielindolrg_\ for LieSigillt selt-clreckiv, circuitry if\ i~ roe'i ierre re es eisaerlIsis
has beL'tt developed fliar aliows thle :firip It derect Inlilr 101S ( oiputireli rtI Lacli N1pacetral NsbSytiti getretare'
tint- conrcurrent writh niirttl oiperationi. We mtust icarli to-, iil ditiral tter ace betweeti tire NsNs\ ste nrtd the

design aj chip thit wrill be htiily execrsied anid tested duritig t sCcIi stm Mdl ftrs tte ae ioidirld

1rt1rr1a1 operationl. Yvetr if we canl detect a fautt whren it occr"ItS. e-erlt/ed 'tai ntolrtlonlt atid tecov.ei tcluicirIs.1 ed,!l
it mtricb inotirs or \ear.S bet'oic a conmpiex dripill rirnrlial level otltire iirclic Such inodel is ttas lad to itisthis otn
iiper"31rtiil entters .r fauflt state. Tlrri. developmtkit oteasilC - ioli t crr ieeitelcst tilv oilr eibl
testable crrcits is, ar iirgit-nmority research itell. ti\. atid fautlt recovery as sI,iel as siliipit -edl cottifiati ditigc rild

sstiti Ittegrat i' n.

2. On-chip redundancy. A secnd gtuail 11tis teSeaIrcii is to-le
irves ti cat e I lie u se ti fit-chutp redi tda ttcN to It Ip ri Ne s el d aird 1 . Organiiation studies. fI _e stui es wil ti nciide pos itt
crip reirajirtx . Altho~ughlife exislteire of ca~stroptrc failure Irirtig Lault-tolerantl distibuted. rid irielaldiicai cot1IpUICt
ttrodes tmrke rt nccsNr ito back upl Intdividual cips Wtth atchlecturles aioirg Wiit CniriiilrrII1c.Itioi tnrrrttats aitd soltintre
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executive structures that are applicable. The first goal of this deal with this class of unexpected faults and possibly
component is to perform tradeoffs and pinpoint the relative some errors.
capabilities and limitations of the postulated architectures
with respect to spacecraft performance and flault tolerance. 4. Fault-tolerant high-performance processors. This area
ie second coal is to develop specific fault-tolerance tech- includes the processors that will be or are being developed

tiques for use in these types of systems. Among the fault- (e.g., signal processors). Techniques to achieve fault detection
holeiance questions to be addressed are: and recovery, and also to integrate such systems in ASM satel-

(I ) Htov can reliable clocking and synchronization be lites, require investigation. This is especially true because many
. processors of these systems will probably not work without embeddedcarried out between the multiple pr ) fault tolerance due to a high transient error rate brought on by

(2) How can embedded processors with their numerous enormous complexity.
input.'output pins be spared?

(3) low can nonhomogeneous specialized processors be S. Architecture development. To use ASM in a satellite.

handled, especially when fault-tolerant architectures the supporting technology must be in place. Project offices
processors? are usually in no position to accept the delay and risk ofare biased towards a hoogeneous pool of' pdeveloping new technology. Thus, this research progiram

(4) How is executive software organized to support re- should develop one or more fault-tolerant computer system
covery. rollback, and diagnosis? architectures to at least the breadboard stage. Fault-tolerant

architectures are sufficiently complex that it is necessary it)
(5) ('an the system be designed to tolerate software errors build and test them to understand their behavior. It is expected

through fault-containment! that the selection and design of these architectures would be

(6) how does one design virtual interfaces that partition outgrowths of current architecture developments (Software
software between various computer modules? Implemented Fault Tolerance. Fault-Tolerant Multiprocessor.

Fault-Tolerant Spaceborne Computer. and Building Block(71 How is redundancy distributed?) What fault detection

is provided at the various sensor/actuator levels within Fault-Tolerant Computer), which would be heavily influenced

the c,mputer, subsystem, anid system levels? What by the organization studies above.

are the levels of sparing employed on chips. between
chips, and between subsystems? C. Software Fault Tolerance

() How well can fault-tolerance features be made trans- This research area is concerned with developing reliable
parent to the user? software for distributed computer systems for ASM space-

2. Operating systems for large hierarchic space systems. craft. it includes three areas of study: (I) system partitioning
This research is directed at developing operating system con- and interface definition to improve software reliability,

cepts best suited to complex distributed systems. Issues to be (2) self-checking flight software. and (3) fault-tolerant

addressed are: software.

(I) Hierarchical partitioning of executive functions i. Partitioning and interface definition. This task is tightly
Lobal/local. coupled with the architecture studies. The partitioning of

(2) Ltffect of' alternative executive structures on applica- functions within a distributed system and the virtual inter-
tion software reliability, testability, and fault- faces between subsystems have a very large impact on the
containment, complexity and reliability of applications software. The goal

of this research is to study tradeoffs between alternate parti-
(3) Interaction (f executive with hardware arid software tioning and interface (command and data) definitions and their

fault-tolerance mechanisms, impacts on software complexity and reliability. (Such issues as

14) PrIovability of correctness of the executive, the degree of system vs local control of a subsystem, timing
requirements on commands, acceptable communicatiots

0) Robustness the ability of the operating system to delays, scheduling strategy, and internal software structure.
survive errors in applications software, are involved in these studies.)

3. Recovery by problem solving. Many of the techniques of 2. Self-checking flight software. One goal ot this task is to
artificial intelligence arid problem solving may be applicable in develop methodologies for detecting faults in applicatiotns
dealing with unaticipated fault conditions, or with operator software as it is performing its normal operations This in-
ertors. This task is intended to develop heuristic techniques to cludes the inclusion of acceptance tests in the flight programs
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and a variety of other software fault detection ,jechanisms. A 2. Statistical modeling. Probabilistic models of ASM space-
second goal of this task is to deielop verification and valida- craft are needed to assess the probabilities of performing at
lion techniques. to prove the effectiveness of this self-checking various levels, ranging from full performance to failure, over
code. the projected life of the spacecraft. Such models are being

developed, but have yet to be extended to complex, hetero-

3. Fault-Tolerant software. This task is intended to genous spacecraft systems. The goal of this component is to

develop techniques for developing software that operates in extend current methods, developed primarily for computer

the presence of programming errors. This is a difficult area that applications, to accommodate additional complexities in

involves the use of software fault detection and the execution large, heterogeneous spacecraft systems. A considerable

of redundant code to recover front design faults, advancement is required over existing models to deal with the
complexity resulting from dependent subsystem failures, and
the models must carefully relate to testing results as input

D. Modeling and Analysis parameters. Special emphasis must be placed on modeling and
analysis of transient faults, since transients are expected to beIt? the develop mnent of advanced A SMI spacecraft system s, it a mj ip o l m o V S e h o o ya major problem of VLSI technology.

is necessary to develop experimental testing techniques to
verify the effectiveness of the built-in fauh-tolerance mecha-
nisnis. Analytic statistical models that use these experimental 3. Functional description, modeling, and verification.

resuts nd ompnen falur rats ae ten equredto re- Spacecraft systems are complex. multifunctional real-time ss s-results and "component failure rates are then required it) pre-

dict the reliability and performability of the ASM spacecraft tems with many different types of physical subsystems.

as a function of time. This type of modeling is essential to Although functional models may exist for many suhsystems.

determine it a given spacecraft design will meet its objectives, functional descriptions at the spacecraft level are typically

or it perform tradeoffs between competing design approaches, informal and incomplete With the additional complexities Of
VLSI and autonomous maintenance, informal design methods.

A second class of tools needed in ASM development are particularly at the system level, ma> no longer produce the

functional riodels and design languages that can facilitate desired results (witness tile evolution of computer operating

design and verification of ASM systems. Such tools could system design methods).

provide tile capability of specifying arid simulating operations
of proposed systems. and allow changes ;rd improvemients One goal of this coniponent is to investigate whether
before a design is locked into hardware. A second inportant design languages, such as those being used in tile context of
use of design languages and functional models is to provide a computer and computer-based systems. can be usefully ex-
basis for tormal verification of a design befoie launch, and tended to facilitate spacecraft design. Of particular relevance
validation of comiatiand sequences to art orbiting ASM are languages that call for timeliness, fault tolerance, distri-
spacecraft. huted resources, and concurrent (parallel) execution of tasks.

Tire modeling and analysis area is hroken into Ihee compo- A second related goal is to develop uniform functional
hels ( I ) experimental testing. (2) stalislical modeling. and models (abstract representations) ofaut onomously maintained
13) fiunctional description, modeling, ard verification. spacecraft. The models sought are hierarchical models that

relate high-level functional behavior of the total systern to

1. Experimental testing. Spacecraft testing, already a dif- lower-level subsystem functions and interactions, both during

ficult probletn, will become coisiderably mre complex with normal operation and in various modes of fault recovery, or of

the irmoduction of' ASM. A significant prohleni is how to degraded operation. This type of model can facilitate the

test these finctions that are dedicated to a111o0r1ous inainte- design process arid may, in the future, lead to design autonta-

nice. ie goal of this component is to acquire a deeper ion itools for spacecraft design. Functional models might also

understaniding of testing problems peculiar to ASM, and he used to formally verify tire system.

develop test generation and test applications nmethods for
,,oliing these pilobetis, .ii ong tile problems to he considered Wilt the increase in logical complexity required for advanced
that complicate testtig are: ( I I testing at rian levels in a ASM spacecraft. n idel-based evaluation and testing may ii T1t

hierirchy (2) tile possIbiit> of tltari> conibinations of input suffice to provide the desired confidence in the system. The
evelnh and tran. imanIrcipated faults. (3) thie need to test in third goal is ito itvestigate the possibility of extending formal
art artl i fici c evironient. (4) a rut phenomena. arid ve ificatin nrethoids (such as those being developed for prio-
(5) tle deelopinen t of specific tests required b, statistical gins. operating sy stems, and at least one avionics processor)
reliabihnts Models. so as to apply to fornal descriptions of spacecraft.
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The areas of specification language, formal functional system failures, system failures, and that on the environment
models, and formal verification techniques are intimately gathered from past missions.
related, and are thus grouped into one component in this
plan. This represents long-term, high-risk research. but fle The second type of data is information on existing (perhaps

payoff can he :Ilrmous generic) spacecraft systems and subsystems, and information

on redundancy and ASM techniques already being used on
E. Supporting Development spacecraft. There is a significant problem of technology trans-

Two supporting developments have been suggestcd by the fer between spacecraft designers and researchers. This type of

research group. The first, of immediate Urgency, is ASM data data base would provide a multidiscipline exchange that may

base development The second is development of a spacecraft be indispensable in advancing the state of the art in ASM.

laboratory for ASM integration patterned after a similar
development within NASA. 2. Spacecraft Laboratory. This is a much more ambitious

development. It would consist of a computing facility for ASM
I. Data Base Development. A comprehensive data base spacecraft integration (analogous to NASA's Airlab for avion-

should be establihed for ASM development. It should serve ics systems). This is envisioned as a facility where spacecraft
as a repository of two types of data. simulations would be provided. New hardware/software sub-

systems could be integrated and tested using the system, and
The first is statistical data required to determine values of new system designs could be developed and simulated. Such a

parameters tor reliability and perfornance models. Currently facility would be used for experimental testing of prototype
used data is often incomplete and iniaccurate. Data sought spacecraft systems. It would be national in scope and provide
should include piecepart fail,ire data (particularly transient both access and a focus for information exchange between
failures), data on VLSI failure mechanisms, and data on sub- manufacturers and researchers.
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Conclusions and Recommendation

ASM is a logical. evolutionary change to thle Air Force's 1. AS%11 would reduce the vulnerability problem. There is a
concept of space system operations that results in thle transfer lieed to decrease space segment dependence on thle ground
of' functions fromn the ground segment to thle space segmzent. segruen becauise thle ground segment is vulnerable to bholh
With AS.M the role of thle ground segment beconmes ofle of hostile action and operator error. By elinlinitg dependeni~e
supervisiory control and operations management. rather than onl thle gr ound segment fitr faIrI' t dC etctio n,. iso la t ion,. allid
det ailed control oft operations. Experience has shown that, recovery management. and for roiirie operattions t uncilon

gcnrerall%, spacecraft iase enou1gh'1 ,pares to meet missiorn life- such as power nriagernerrt and epherIreris updatinlg. Spakc
tirlle requirements, so additional redundant parts are riot systenr vulnerability will be significantly reduced.
necessarily neceded for AS.

2. The ASM capability need not impose operational con-
In tile opinion of' thre study partIicipanits. the present systemr straints on the system user. If' anything, the user should per-

and current spacecraft operate quite well in that mission objec. ceive a more responsive spacecraft with ASM present. New
lives arid user data needs are satisfied. The present space seg- Procedures for uiser systemi Operations and data retrieval
merit, however, was designed to operate wvith man and Iris should not be required. Data ourtage -esultirrg from mist
griunid control fiinctionr as air inTegral element . Successful internal faults \irtdd be reduced fromi hours to seconds,
space segnrerit operatioin cuirrerntly requires closure thirourgh the maigtrAS cabltyvualtanarrtote pe
ground segniren t both before and after the occurrence of" faults. segment data user
ASNI will remove tisl- requirement from thle day-ti-day activ.-

ities of space segmient operatiions. 3. ASNI would require a change in the conduct of opera-
tions and control, Thre rile of' the griitnd segment in) sit leili
operations must be redefined. Detailed control of riutirre

ipe rat io ns artd mnainiiten an ce firnctlions wo ulId be assumed 1,\

Coclsinsthre space segrment,- wrth supervisory ground comntriol. Siupervi-
~OflC~S.OfSsuiry coritriol would be main tained by art atidit trail capabilir\

Tile tiillhiingtu concluisiiins are those of the study group that wAould provide ironical-time (tip it 6 niinnhsl visibihii.

participiants and result fromr analysis of thle material developed Into maintenance actions, anld by tile capability for griiund
during tis studN . segment override (if space segment autonomious action',
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4. ASM would add complexity to the spacecraft design; instantly hecome totally autonomous. Tire pace of' ASM
therefore, new methods for specifying, testing, and validating development -and inmplementation would depend upon thre

*ASM-augmented spacecraft are needed. Concepts for specify- resources, technology, and chosen program applications that
ing. testing. and validating ground-based, fault .toleran t pro- are pr ovided. To plan tire Implementation of ASNI and coordi-
cessrng systems have recently been developed. interaction niate fihe actions of thie System Program Offices and the
between computer and spacecraft technologists during this ground seginent, a strong, long-termn corporate coninlilment
study has shown these concepts to be applicable to ASNI. New~ would be needed Tlris %%ould Insure successful integration of
Miethrodologies for desigii and aInsis are requlired to addiess ASI into thre Anr Force'N space ss stem
SUclr issues as tault cover-age and recovery lateucs . Measures ot
MCieLuvetress. risk assessments. arid pS.-tcricies Confidence in ASNI must be instilled by creation of a

systematic modeling. analysis, and demonstration program.
5. A more effective means of transferring technology from Total collildelke in .-SMI s %il resuh t 01> alterC operationls aie

research to applications programs would be required. The ASM pi-vei t, he predictable and killrderIStarrll I hle 1Weo.e
study has served as a forrum for the exchange of technology proof -ot -concept deuiniaiois i uc rdis duAl ASNI
beiweetn researchers and application specialists. A continutionr kapahriijes is Imtteo.ry R-cndltrlIlirc. adilolo ,i' ecoverN

oinformation exchanges between these tWOcomntewll hubs utidersoltageS coId"ItrIr. atnd arittl-r1, uLs culue
increase tire level of awareness of both tire technological prob- self-diagirose, .\k~ill help pi ovide earl% cOnfidenrce in ASM.
lemis and their potential solutions. As noted above in itemi 4, Confidetnce %k ill be trurthier established d(ifrnrg fire tratnsition
the collective experience of fati It-tole ranlt data processing s s. phiase w"hen ira ni t.111 e figuiires t mnet it t ASM arid non -
tet specialists can serve as a surrogate for guiding tire evoILu- ASM strategies caii he devel, ped wvithin tire tlight
tion of new spacecraft miethods and new technologies required environment.
ito satisfy space segmient environmental constraints.9.AMiavabecnpt S isheeiiogcl

6. Nw tchnoogydeveopmnts oul be equred.Two Infusion of' eniutd-hased futkr110irs ntO 10mg-liVed highly-
6.peii technology developments wouldereired.w reliable spacecraft. Tlresc ititictiotrs are %kell understood arid

operating successfully on the Fround now. Precepts borrowed
(1) A highly reliable fault-tolerant computing capability frOM faut,1-10leVAWi computing Nwill provirle guidance for eval-

with nonvolatile back-up inemory to enable atitotro- ulatiotr of1 fault-detction. isolaton, and recovery techniques
raous maintenance. appropriate to thre space environment. Othet studies are in

(21 n atonmoti naigaitur caabiityto eabl itde- progress that will provide insight into tire solution of rthe
pe) n deac uton routigudeation s.bltyt nbl e ati onoous na vigat iton problemr aid tito othIr t echnrt r tgYpendnceof outie goun opeatins.gaps have been idetified. Thus. ASNI is workable atid. given

The fault-tolerant cotmputirng systemn is expected to have tieugnyoh psntiuaoi hulbetredow

cotmplete authority over spacecraft resotirces emplroyed during
re,otrtiguratitin by using hierarchical recovery mana genment 11. Recommendation
algritimns, diagnost ic test procedures, lault-t rail reportirng
rireclranisirs. arid ntrrnial spacecraft operations. Tis atuthority The study group recognizes the need for ASM - atid has
nrust mianage contentiton for systemi resotirces arid manage founid the techrnology available itt today's spacecraft sy-stenis

subsystemn intterdependenrcies arising during anioniolous opera- to be a good fotundat ion fromn which to prtoceed 10 ASM
tiolls The contcepttial desigtn requirernert s ftrr 60-day/6-miontlr Tire platn presented is practicable 'it aitiis at a series of prudent -

alnt tn n niecessitrates nmtovintg thle navi ga tion futnct ion troni gradually e xpan d ittg (from suibsy stetm tot sy ste nt level)I capabil-
tire gro und to ti le spacecraft. ity dernoristratiotis. Tire study group thereforre recormends

that the Air Force proceed with tire technology development
7. A strong corporate commitment to ASM by the Air and research programs as outlined itt the Inipletnettttitir

Force viould be required to make ASM successful. The imiple- Plait and Research Agenda. These progratus wtnild priuvide
nientat it n tuf ASM wo tuld be a phased program, with the tire earliest possible demonst ration of ASNI as a valid systeiti.
Npacec raft fleet evolving frutr nin-ASMI to ASM spacecraft level capability - and lay tire research-orietited gtirrndwoitk for
Over Ar peit d of several years. The spacecraft woiuld not thre ''secotnd getretation' ASM tof thre 1990s
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